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Strong coupling of structure and fluids is common in many engineering environments, particularly when the flow is unsteady and nonlinear, such as in structural and aeroelastic motions. Such coupling can give rise to physically important phenomena, such as a dip in the transonic flutter boundary of a wing. The coupled phenomenon can be analyzed in closed form for simple cases that are defined by linear structural and fluid equations of motion. However, complex cases defined by nonlinear equations pose a more difficult task for solution. It is important to understand these nonlinear coupled problems, since they may lead to physically important new phenomena. Flow discontinuities, such as a shock wave, and structural discontinuities, such as a hinge line of a control surface of a wing, can magnify the coupled effects and give rise to new phenomena. To study such a strongly coupled phenomenon, an integrated approach is presented in this paper. The aerodynamic and structural equations of motion are simultaneously integrated by a time-accurate numerical scheme. The theoretical simulation is done using the time-accurate unsteady transonic aerodynamic equations coupled with modal structural equations of motion. As an example, the coupled effect of shock waves and hinge-line discontinuities are studied for aeroelastically flexible wings with active control surfaces. The simulation in this study is modeled in the time domain and can be extended to simulate accurately other systems where fluids and structures are strongly coupled.

Introduction

Many physically important phenomena occur in engineering because of strong coupled interaction between structures and fluids. One such case is the use of wings with active control surfaces. Aerodynamic means can be developed through active controls to counter the forces and moments that drive flutter and dynamic instability. Use of active control is important for future aircraft, which will tend to be more flexible for high maneuverability. So far, the theoretical aeroelastic studies with active control surfaces have been restricted to the linear subsonic and supersonic regimes.  

Aeroelastic characteristics of wings are sensitive in the transonic regime because of flow nonlinearities and flow discontinuities from shock waves. The rapid changes in the aerodynamic forces in the transonic regime can give rise to nonclassical phenomena such as a "transonic dip." The combined effect of the shock wave and the flow discontinuity due to the presence of the hinge line of the control surface can have a pronounced influence on both aerodynamic and aeroelastic performances of wings. This pronounced influence of the control surface movement on the wing aerodynamics in the transonic regime can be used constructively to prevent aeroelastic oscillations. Such use of control surfaces is becoming popular through the development of active control technology. However, one should carefully watch for any nonclassical aeroelastic phenomenon that is common in transonic flows. For this, structures, aerodynamics, and active control equations should be simultaneously solved.

In order to study the coupling of complex physical systems like nonlinear flows and wing structures, it is important to use well-understood equations and solution procedures. Therefore, the familiar modal form of structural equations of motion is used in this analysis. The modal data needed for structure is accurately obtained by the well-developed finite-element analysis. For fluids, the well-defined transonic small perturbation (TSP) flow equations of motion are used. The aerodynamic equations are solved by the robust time-accurate alternating-direction implicit finite-difference method. The reasons for employing the TSP flow equations are as follows. The lack of efficient computational tools had previously restricted the theoretical simulations of the coupling of structures and fluids to the linear subsonic and supersonic regimes. Developments in computational fluid dynamics have made available efficient methods for computing the unsteady transonic aerodynamic loads. To date, the most advanced computational methods for aeroelastic applications are those based on the transonic potential flow theory. The unsteady equations of motion based on the transonic small perturbation (TSP) theory have been accurately solved by using finite-difference schemes based on the alternating-direction implicit method for two- and three-dimensional flows. The TSP equation has been coupled successfully with the structural equations of motion of typical sections and wings. Several applications have shown that practical aeroelastic responses can be obtained by using the TSP theory coupled with modal equations of motion. In this work, a procedure for simulating the active coupling of structures and nonlinear flows is presented. The approach is oriented toward synthesizing active controls of aeroelastically oscillating wings with unsteady transonic in the time domain. Using this procedure, the complex role of shock waves on active controls is studied. The scheme presented in this work is general in nature and can be extended to study engineering problems where structures and fluids are strongly coupled through some type of active control system.

Unsteady Transonic Flow Equations

The modified three-dimensional small-disturbance unsteady transonic equation of motion is given by

\[ A \phi_t + B \phi_{xx} = [E \phi_x + F \phi_{xx} + G \phi_x]_t + [\phi_x + H \phi \phi_x]_x + [\phi_x]_t. \]  

(1)
where \( A = M_2^2 \), \( B = 2M_2^2 \), \( E = (1 - M_2^2) \), \( F = -(\gamma) \), \( G = -(\gamma - 1) \), \( H = (1 - \gamma) \), \( \phi \) is the disturbance velocity potential, \( M_\infty \) is the freestream Mach number, and \( \gamma \) is the ratio of specific heats. This equation is solved by using an efficient time-accurate finite-difference scheme based on the alternating-direction implicit scheme. Details are given in Refs. 4 and 7.

The thin-wing surface-flow tangency condition that is satisfied at any point on the mean chord plane is given by

\[
\phi_z = f_z - \phi_0 - \phi(t) \quad \text{for} \quad 0 < z < L \quad (2a)
\]

\[
\phi_z = f_z - \phi_0 - \phi(t) - \delta(t) \quad \text{for} \quad z > L \quad (2b)
\]

where \( f(z) \) denotes the airfoil surface function, \( \phi_0 \) is the local mean angle of attack, \( \phi(t) \) is the local angle of attack due to flexibility of the wing, \( \delta \) is the angular deflection of the control surface, and \( z \) is the distance from the leading edge in local chord length. The changes in the boundary condition on the wing surface caused by control-surface oscillations are modeled using Eqs. (2).

**Active Control Surfaces**

In this work, it is assumed that a control law is known from detailed control theory analysis for a given configuration. Using the present procedure, the coupled phenomenon of structures, aerodynamics, and active controls can be accurately simulated. A typical control law in the time domain can be assumed as

\[
\delta = G_1 h_1 (t) e^{i\omega_1 t} + G_2 h_2 (t) e^{i\omega_2 t} \quad (3)
\]

where \( \delta \) is the control-surface deflection, \( G_1 \) and \( G_2 \) are gain factors, \( h_1 \) is the deflection at a selected point on the wing, \( \phi \) is the angle of attack at a selected span station, and \( \psi_1 \) and \( \psi_2 \) are phase angles. By representing the active control law in the preceding form, the coupled phenomenon of structures, aerodynamics, and active controls can be studied in realistic time domain.

**Aeroelastic Equations of Motion**

The governing aeroelastic equations of motion of a flexible wing are obtained by using the Rayleigh-Ritz method (Ref. 8, Chap. 3). In this method, the resulting aeroelastic displacements at any time are expressed as a function of a finite set of selected modes. The contribution of each selected mode to the total motion is derived by Lagrange's equation. Furthermore, it is assumed that the deformation of the continuous wing structure can be represented by deflections at a set of discrete points. This assumption facilitates the use of discrete structural data, such as the modal vector, the modal stiffness matrix, and the modal mass matrix. In this study, the finite-element method is employed to obtain the modal data. Both the stiffness and the mass of the control surface are included in the analysis.

It is assumed that the deformed shape of the wing can be represented by a set of discrete displacements at selected nodes. From the modal analysis, the displacement vector \( \{d\} \) can be expressed as

\[
\{d\} = \{\delta\} \{q\} \quad (4)
\]

where \( \{\delta\} \) is the matrix of displacements of the natural vibration modes interpolated to the finite-difference grid points used to model the flow and \( \{q\} \) is the generalized displacement vector.

The final matrix form of the aeroelastic equations of motion is

\[
[M] \{q\} + [G] \{q\} + [K] \{q\} = \{F\} \quad (5)
\]

where \([M]\), \([G]\), and \([K]\) are modal mass, damping, and stiffness matrices, respectively; \([F]\) is the aerodynamic force vector defined as \( \frac{(\gamma) \rho U_\infty^2} {2} \{A\} \{\Delta C_p\} \), and \([A]\) is the diagonal area matrix of the aerodynamic control points, which are the same as the grid points used for the finite-difference modeling of the flow.

These equations of motion are solved by numerically integrating Eq. (5) in time by the linear acceleration method. As-
Assuming a linear variation of the acceleration, the velocities and displacements at the end of a time interval \( t \) can be derived as follows:

\[
[q]_t = [q]_{t-\Delta t} + (\Delta t/2)[\dot{q}]_{t-\Delta t} + (\Delta t/2)[\ddot{q}]_t
\]

(6a)

\[
[q]_t = [q]_{t-\Delta t} + (\Delta t)[\dot{q}]_{t-\Delta t}
+ (\Delta t^2/3)[\ddot{q}]_{t-\Delta t} + (\Delta t^2/6)[\dddot{q}].
\]

(6b)

\[
[D][F] = [G]v - [K]w
\]

(6c)

where

\[
[D] = [M] + (\Delta t/2)[G] + (\Delta t^2/6)[K]
\]

\[
v = \dot{q}, \quad \omega = \Delta t/\Delta t
\]

\[
w = [q]_{t-\Delta t} + (\Delta t)[\dot{q}]_{t-\Delta t} + (\Delta t^2/3)[\ddot{q}]_{t-\Delta t}
\]

These equations also can be derived by using the second-order-accurate central-difference scheme. Since the preceding equations are explicit in time, their time-step size is restricted by stability. However, the time-step size required to solve time-accurately the aerodynamic Eq. (1) is always far less than the time-step size required to obtain a stable and accurate solution using the given numerical integration scheme. To obtain physically meaningful time-accurate solutions, it is necessary to use the same time-step size in integrating Eq. (1) and Eq. (5). Also, the preceding scheme is numerically nondissipative and does not lead to any nonphysical aeroelastic phenomenon.

The step-by-step integration procedure for obtaining the aeroelastic response was performed as follows. Assuming that freestream conditions and wing-surface boundary conditions were obtained from a set of selected starting values of the generalized displacement, velocity, and acceleration vectors, the generalized aerodynamic force vector \( F(t) \) at time \( t \) was computed by solving Eq. (1). Using this aerodynamic vector, the generalized displacement, velocity, and acceleration vectors for the time level \( t \) are calculated by Eq. (5). From the generalized coordinates computed at the time level \( t \), the new boundary conditions on the surface of the wing are computed. At the same time, the control-surface angle of attack \( \alpha(t) \) is computed using the active control law given by Eq. (3). With these new boundary conditions, the aerodynamic vector \( F(t) \) at the next time level \( t + \Delta t \) is computed by using Eq. (1). This process is repeated every time step to solve the aeroelastic equations of motion forward in time until the required response is obtained. It is noted that the alternate-direction implicit scheme used to solve the flow equation [Eq. (1)] requires the boundary conditions both at time level \( t \) and \( t + \Delta t \). These required boundary conditions are computed by solving the aeroelastic equations of motion [Eq. (5)] both at time \( t \) and \( t + \Delta t \).

**Coupling of Control and Aeroelastic Equations**

The control surface is modeled within the limitations of the transonic small-perturbation theory. The interaction between the control surface and the flow is accomplished through the wing boundary conditions given by Eq. (2). At every time step, the aeroelastic equation of motion [Eq. (4)] is solved for new values of the generalized displacement vector \( \{q\} \). Using this vector, the vector of angles of attack \( \{\alpha(t)\} \) required in Eq. (2) are computed by

\[
\{\alpha(t)\} = \{\beta\}'(q(t)) + (1/U_\infty)\{\delta\}'[\{\dot{q}(t)\}]
\]

(7)

where \( \{\beta\}' \) denotes the matrix of streamwise slopes of the natural vibration modes interpolated to the aerodynamic grid points.

When the control surface is active, the deflection angle is computed using Eq. (3). The value of the feedback displacement \( h(t) \) at a selected grid point is taken from the displacement vector \( \{d\} \) computed by Eq. (5), and the value of the feedback angle of attack \( \alpha(t) \) at a selected point is taken from the angular displacement vector \( \{\alpha(t)\} \) computed by Eq. (7). With the modified boundary conditions, the new values of aerodynamic forces are computed. This procedure is repeated for every time step.

**Numerical Illustration**

In order to illustrate the practical application of the scheme developed, an aeroelastic case of a typical uniform rectangular wing of aspect ratio 5.0 with a trailing-edge control surface, shown in Fig. 1, was selected. The mode shapes and frequencies required for the modal equations of motion [Eq. (5)] were accurately computed by a 16-degree-of-freedom rectangular finite element. Figure 2 shows the mode shapes and frequencies of the first five natural modes for the wing. Using this modal data, the aeroelastic equation of motion [Eq. (5)] was solved by the time integration method described earlier.

Aerodynamic analyses were conducted for six Mach numbers from 0.715 to 0.905, with and without the active control surface. All responses were started with modally displaced initial conditions obtained by giving unit values to the first two generalized coordinates. To begin with, the aeroelastic equations were integrated without the active control surface. At a selected time, the control surface was made active and the integration process was continued.

Mach numbers selected represent flow conditions ranging from subsonic, to transonic with weak shock, to transonic with strong shock. The active control law selected corresponds to \( G_1 = 0.0, G_2 = 0.5, \phi_1 = 0.0, \) and \( \phi_2 = 0.0 \) of Eq. (3). The feedback values of the displacement \( h(t) \) and the angle of attack \( \alpha(t) \) were taken from the midpoint of the wing tip. The control law parameters were selected such that with a positive (trailing-edge-down) tip angle of attack, the flap angle would be positive to counter the tip angle.

In Figs. 3–6, the first, second, and third modal responses are shown with and without active control for Mach numbers...
0.715, 0.851, 0.875, and 0.905, respectively. At the subsonic Mach number of 0.715, the selected control law is effective, as seen in Fig. 3. The effectiveness of the same control law increases as the flow becomes transonic. By observing the rate of dampings in Figs. 4 and 5, it can be concluded that the control law is more effective at the transonic Mach number and when the shock wave is in front of the hinge line. This increase in effectiveness is a direct result of the increase in the rate of change in aerodynamic forces due to control-surface deflections. However, as seen in Fig. 6 for $M = 0.905$, when the shock wave is aft of the control surface hinge line, it appears that the control surface is ineffective. The possible reason for this phenomenon can be further explained by studying the responses of the first generalized displacement in detail.

The effect of Mach number and the mean location of the shock wave on aeroelastic responses of the first generalized displacement is summarized in Fig. 7. Based on these responses, the effectiveness of the active control law is computed. The effectiveness of the active control law is defined as the ratio of the damping coefficients with active control to those without active control. In this analysis, the damping coefficient is defined as the ratio of the maximum displacement of the fourth cycle to the maximum displacement of the fifth cycle. Figure 8 shows the plots of the control-surface effectiveness and the corresponding shock-wave location with respect to Mach number. As seen in Fig. 8, the effectiveness of the active control increases with the increase in Mach number until about $M = 0.88$. After $M = 0.88$, the effectiveness of the active control rapidly decreases with the increase in Mach number. It can be noted in Fig. 8 that at about $M = 0.88$, the mean location of the shock wave crosses the hinge line. The fact that the control surface becomes ineffective when the shock wave crosses the hinge line leads to the conclusion that the combined influence of the discontinuities from the shock
Fig. 7 Summary of aeroelastic responses of the first mode with and without control surfaces for six Mach numbers.

Fig. 8 Effects of Mach number and shock-wave location on the effectiveness of the active control surface.

wave and hinge line block the flow of aerodynamic information between the zones separated by the hinge line.

An additional explanation for the rapid drop in the effectiveness of the active control for Mach numbers greater than 0.88 can be given from the observation that the flow is predominantly supersonic in front of the hinge line. The aerodynamic forces on the wing are less sensitive to control-surface oscillations when flow becomes more supersonic. This fact has been observed in both wind-tunnel experiments and computations. From these observations, it may be concluded that the presence of the shock wave and its location is important and needs to be accounted for in designing of an effective control law.

The preceding numerical illustration shows that the integrated analysis scheme presented in this paper can be employed to efficiently simulate physical phenomenon where fluids and structures are actively coupled. This scheme has been successfully incorporated in XTRAN3S-Ames, the NASA-Ames version of the Air Force/NASA XTRAN3S, a general-purpose software that is being developed to simulate time accurately the aeroelastic phenomena of aircraft in the transonic regime. The scheme presented in this work can also be used to simulate the active coupled interaction of fluids and structures in other engineering environments.

**Conclusions**

A numerical scheme has been presented to simulate the phenomenon where structures and aerodynamics are actively coupled. The nonlinear aerodynamic equations are solved by the appropriate finite-difference method, and the structural equations are solved by the finite-element method. A time-domain active relation between structures and aerodynamics is used. Fluids, structures, and active controls are integrated time accurately by an efficient numerical scheme. The scheme has been illustrated for the coupling of the complex nonlinear transonic flows with wing-structural responses through an active control surface. Computations for a rectangular wing show that the present procedure efficiently works for actively coupling flexible structures with complex unsteady transonics. For this case, the important role of the shock wave and its location on the coupled response is illustrated. It is also shown that control laws that do not account for strong coupled phenomena of fluids and structures may not be effective in the transonic regime. Since the present study is in the time domain, it can be
implemented easily for realistic numerical simulation of active and strong coupling of fluids and structures.
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