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NASA’s HEC resources are relied on as an essential and

pervasive partner by the breaadth of Agency science, engineering,
and technology activities, enabling rapid advances in insight and
dramatically enhancing mission achievements.
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results—that the NASA Hydrogen Lean Direct Injection concept produces low amounts of nitrogen oxide.
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Members of the Scientific Research and Engineering Community:

We are extremely pleased to present the inaugural report from NASA’s newly established High-End Com-
puting (HEC) Program. This publication captures remarkable science and engineering accomplishments
enabled by the HEC Program’s shared high-end computing systems and services.

For several decades, high-end computing has played an important role in supporting NASA’s missions, with
advancements as broad as preparing the Space Shuttle for Return to Flight, assimilating vast quantities of
Earth observational data into climate models, and developing astrophysical calculations that help us better
understand the origins of our universe. Today, our Program is committed to maintaining a stable, service-
oriented computing environment for all four of the Agency’s mission directorates—Aeronautics Research,
Exploration Systems, Science, and Space Operations—as well as NASA’s Engineering and Safety Center,
external collaborators, and the nation.

In this report, you will read about the technologies that help make NASA’s HEC Program successful. As
described in the Program Overview, our user community encompasses more than 1,000 researchers from
NASA field centers, government laboratories, academia, and industry across the United States. In partner-
ship with them to achieve mission impact, we provide premier computing systems, high-speed networks,
a huge data storage capacity, extensive programming and visualization expertise, and responsive user and
training services. This increasingly integrated computing environment has fostered significant achievements
within each mission directorate. In Science and Engineering Highlights, our principal investigators relate
their successes.

As NASA embarks on a new era of space exploration, scientific discovery, and aeronautics research, our
HEC Program is committed to providing computing resources and services to help achieve NASA’s mission.
With renewed emphasis on delivering a stable, service-driven computing environment that maximizes scien-
tific discovery and engineering optimization, we will continue enabling NASA to turn today’s far-reaching
dreams into tomorrow’s reality.

Mary L. Cleave

Associate Administrator, Science Mission Directorate

m(‘j m1

Steven C. Miley
Director, Shared Capability Assets Program
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NASA’s challenging mission to explore space and to under-

stand the universe and the Earth within it increasingly re-
quires supercomputing, also known as high-end computing
or HEC, as a powerful leading-edge tool. Computing capabil-
ity has advanced exponentially for decades, to the point that
computational modeling and simulation has become an equal
partner to experiment and theory for scientific and engineer-
ing progress. As a result, HEC is now broadly used in support
of NASA’s mission achievements.

For over 30 years, NASA has invested in a comprehensive,
mission-focused set of HEC resources and integrated services
that enables the Agency to rapidly address the specific chal-
lenges of its computation- and data-intensive science and
engineering endeavors. Recently, NASA created the HEC
Program to demonstrate a long-term commitment to funding
and supporting HEC as an Agency-wide asset. Program fund-
ing flows through the Shared Capability Assets Program and
the Science Mission Directorate.

The HEC Program provides high-level oversight and coordi-
nation of NASA’s two HEC projects, ensuring efficient, effec-
tive, and reliable service to its users, NASA management, and
other stakeholders. These projects are the High-End Comput-
ing Columbia (HECC) Project operated by the NASA Ad-
vanced Supercomputing (NAS) Division at Ames Research
Center in Moffett Field, California, and the NASA Center for
Computational Sciences (NCCS) Project operated by NCCS
at Goddard Space Flight Center in Greenbelt, Maryland.

The NASA HEC Program’s computing resources and inte-
grated services environment enable and enhance progress
in hundreds of projects supporting all four NASA mission
directorates. NASA’s HEC users number well over 1,000
and come from virtually every NASA center, as well as uni-
versities, industry, and other agencies. This document pres-
ents 40 user projects, chosen because of their importance
to the Agency, their impact during the reporting period (past
18 months), and their technical maturity. Notable highlights
reported by each mission directorate are captured here.

Aeronautics Research

* Scientists and engineers are using computational tools, en-
abling NASA to investigate more fuel-efficient, lower-noise,
and reduced-emissions aircraft.

Exploration Systems

* Engineers are using HEC resources to develop complete
aerothermodynamics databases across the entire flight en-
velope of the Orion Crew Exploration Vehicle, dramatically
reducing the number of wind tunnel tests needed, thus de-
creasing effort, time, and cost.

Science

* Astrophysicists are testing new theories for how large-scale
structures in the universe formed—against rapidly improv-
ing observational evidence.

* Earth scientists are developing comprehensive models for
weather and climate applications, incorporating NASA’s sat-
ellite observations to advance our understanding of process-
es related to climate variability and change, and to improve
our modeling and prediction of the Earth system.

Space Operations

* Engineers were able to rapidly validate the redesign of the
Space Shuttle’s external fuel tank to aid its return to flight,
increasing overall safety of human spaceflight.

This report contains three primary messages for NASA man-
agement, NASA’s HEC community, and the public:

* NASA’s supercomputing-enabled projects are addressing the
most daunting science questions and engineering challenges
in pursuit of NASA mission success;

* NASAs HEC Program has strong Agency support and a
commitment from its own program and project managers
to serve the needs of its users and stakeholders; and

* The HEC Program will continue to enhance the perfor-
mance, usability, and productivity of its resources and ser-
vices, in support of these projects.
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The HEC Program is vigorously pressing forward on many

fronts to improve the performance, usability, and productiv-
ity of its resources and services, and to improve communica-
tion with stakeholders. An example is the publication of this
inaugural Program overview and accomplishments report.
Another key effort is the “Unified HEC Environment” initia-
tive, which is pursuing 10 activities to move NASA towards
a seamless, multi-facility environment for HEC users and
system administrators. The HEC Program is also forming a
Board of Advisors to represent the strategic interests of each
mission directorate. Also planned are a customer board with
representation from major NASA programs and a user board
to represent the interests of HEC users. A HEC requirements
workshop is being planned for 2007 to better understand and
predict NASA’s HEC needs and potential mission impacts.

Many colleagues at the HEC centers contributed long hours
and dedicated effort to producing this initial report of the
NASA HEC Program. We are especially grateful to the tech-
nical publications teams at NAS and NCCS, without whose
much appreciated hard work and critical expertise this report
would not have been remotely possible to produce.

Dr. Tsengdar J. Lee

Scientific Computing Portfolio Manager
NASA Science Mission Directorate

NASA Headquarters

Dr. Rupak Biswas

HECC Project Manager

NASA Advanced Supercomputing Division
NASA Ames Research Center

Dr. W. Phillip Webster

NCCS Project Manager

Computational and Information Sciences
and Technology Office

NASA Goddard Space Flight Center
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INTRODUCTION

Since its inception in 1958, the National Aeronautics and
Space Administration (NASA) has pushed to expand the
boundaries of science and technology to enable and enhance
NASA missions. Today in Aeronautics Research, the Agency
is working to pioneer new flight technologies. In Exploration
Systems, the Agency is creating new capabilities for afford-
able, sustainable human and robotic exploration beyond the
Earth environment. In Science, NASA is exploring the Earth,
moon, Mars, and the universe. In Space Operations, NASA
is providing critical enabling technologies through the Space
Shuttle, the International Space Station, and human space-
flight support. Increasingly, these scientific and engineering
pursuits require the development and utilization of leading-
edge capabilities and technologies—including reliable, high-
end computing resources. Recognizing these needs, NASA
has created the Agency-wide High-End Computing (HEC)

Program. Its mission is to:

“Deliver high-performance computational capability to
NASA’s science, exploration, aeronautics, and space op-
erations communities, fa-
cilitating the rapid devel-
opment and application
of advanced knowledge
and technology for mis-

sion success.”

Shared Gapability
Assets Program (SCAP)

The HEC Program has established an integrated management
approach for NASA’s high-end computing systems and ser-
vices currently located at the NASA Advanced Supercomput-
ing (NAS) facility at Ames Research Center, Moffett Field,
California, and the NASA Center for Computational Sci-
ences (NCCS) at Goddard Space Flight Center in Greenbelt,
Maryland. Both facilities have a long history of providing us-
ers with advanced computational technologies, mass storage
systems, and network solutions for cutting-edge science and
engineering problems. For several decades, Ames has been a
leader in computational fluid dynamics and thermal protec-
tion systems, and Goddard has been a leader in climate and
weather modeling research. NASA is committed to continu-
ing this tradition of scientific and technical excellence with
the broader HEC Program.

The configuration management, supporting documentation,
and strategic upgrades that have been hallmarks of NAS and
NCCS will continue, but in a unified HEC environment.
Although physically separate and located on opposite coasts,

the systems and resources will

Science Mission be managed logically as one
Directorate (SM integrated computing envi-
e ronment. Whether located

at NASA centers or external
partner organizations, users

HEC Program will have remote access to a
Managed by the Science Office (HQ) common user environment
Mission Directorate (SMD) and a standard set of services.
and funded through the Systems will be right-sized
Agency’s Shared Capability HECC Prﬂlmt mc}

Assets Program (SCAP) and
SMD (Figure 1), the HEC
Program is partnering with
each mission directorate to
ensure specific resource requirements and user needs are iden-
tified and addressed. Across all levels, the HEC Program will

be responsive, accountable, and dedicated to the high-end

(NAS Facility)

computing requirements of its user communities.

Figure 1: NASA HEC Program management structure.

NCCS Project (GSFC) to meet the computing and
(NCCS Facility) storage demands of NASAs

growing user community;
and new technologies will
be introduced gradually to
ensure minimal disruption to the users. All of these efforts
underscore the HEC Program’s dedication to understanding
its user community’s needs and to providing the best services
to users across the Agency’s four mission directorates.
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HIGH-END COMPUTING FACILITIES

NAS and NCCS are home to the Program’s most valuable
resources—the supercomputers and the people who keep
them operational on a daily basis, support their users with a
variety of services, and implement new technologies to ensure
the Agency’s future science and engineering problems can be
solved in a timely manner.

NASA Advanced Supercomputing Facility

The NAS Division was formally established in the early
1980s by Congress with the initial charter of providing
high-end computing capabilities for carrying out numerical
simulations of proposed commercial and military aircraft de-
signs. Since its initial charter, NAS has adapted to meet the
changing needs of the Agency. In mid-2004, the NAS Di-
vision acquired a 10,240-processor supercomputer named
Columbia (Figure 2). This computational resource and its
facility became part of the HEC Program, designated the
High-End Computing Columbia (HECC) Project. Since
Columbia’s installation in 2004, and especially in the last
18 months, the HEC Program has made many modifica-
tions to the system to enhance performance. These include
the development of a shared-memory architecture across four
of Columbia’s twenty 512-processor nodes, which has en-
abled ground-breaking science and engineering for all four
mission directorates. In parallel with Columbia’s growth,
new visualization techniques have been developed on the
hyperwall (a 100-processor visualization system) that enhance
Columbia’s impact.

Figure 2: Bird’s-eye view of the Columbia supercomputer, a 10,240-processor
SGI Altix system comprised of 20 nodes, each containing 512 processors.

NASA Genter for Computational Sciences

The NCCS was formed in 1990 with the arrival of the first
Cray supercomputers at Goddard, carrying on a role dating
from the 1960s to provide computing and data services to
NASA’s science community. Today, NCCS is housed within
the Sciences and Exploration Directorate at Goddard and
supports modeling and analysis activities for SMD users in
the Earth Sciences, Heliophysics Science, Solar System Explo-
ration, and Astrophysics Science Divisions. SMD researchers
are developing and using atmospheric, ocean, land surface,

space, and solar models as well as coupled modeling sys-
tems. The NCCS operates a diverse collection of hardware,
including the 1,152-processor Explore (Figure 3), 1,392-
processor Halem, and 128-processor Courant computing
systems. In addition, the NCCS maintains and preserves a
petabyte-scale archive of data from SMD science missions
and projects.

Figure 3: SGI Altix 3700 BX2 supercomputer Explore (top), and SGI
Origin 3800 system, Courant (bottom) are housed at the NASA Center
for Computational Sciences.
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HIGH-END COMPUTING SERVICES

Combined, NASAs HEC Program resources (Columbia,
Explore, Discover, Halem, and Courant) provide NASA re-
searchers and scientists with over 13,000 processors and more
than 75 teraflops (peak) of computing power. The Program
offers NASA and its research partners with far more than
computing cycles, however. Users are provided with a wide
variety of value-added services to help them quickly and ef-
ficiently accomplish their mission computing needs. High-
End Computing Systems Development, System Performance,
Mass Storage, High-Speed Networking, User Services Sup-
port, Application Optimization, and Advanced Visualization
are all a part of NASA's integrated HEC environment (Figure
4) aligned to support each of NASA’s four mission directorates
and the NASA Engineering and Safety Center (an organiza-
tion chartered to perform value-added independent testing,
analysis, and assessments of NASA’s high-risk projects to en-
sure safety and mission success).

High-End Computing Systems Development

NASAs HEC Program strives to provide users with comput-
ing architectures well-suited for their applications. The Pro-
gram also aims to deliver a full-service HEC offering, ensuring

applications are running well and producing the desired science
and engineering results; resources are operating efficiently and
securely; users are being provided with effective ways to move
and exploit their data; system utilization needs are balanced;
and resources are being managed prudently. Striking a balance
between upgrading HEC technologies and minimizing im-
pact on users is of utmost importance, along with maintaining
a high level of system availability and providing uninterrupted
access to computational resources and user data.

System Performance

The Program is also dedicated to ensuring proper manage-
ment and allocation of its resources—for example, deter-
mining appropriate shares of the resources for each NASA
mission directorate and closely tracking usage to ensure maxi-
mum productivity.

The Program has seen a dramatic increase in usage of its HEC
resources over the past 3 years: a nearly four-fold increase in
processor-hours consumed in Fiscal Year (FY) 2004 as com-
pared to FY 2006 (Figure 5). This increase, due to the creation
of higher-fidelity models generating larger amounts of data,

NASA’S HEC INTEGRATED SERVICES

@ High-End Computing Systems Development

@ System Performance
= Mass Storage
® High-Speed Networking

Ames Research Center
NASA Advanced Supercomputing Facility (NAS)

@ User Services Support
® Application Optimization
® Advanced Visualization

Goddard Space Flight Center
NASA Center for Computational Sciences (NCCS)

SYSTEMS

TF: Teraflops/sec

SYSTEMS P: Processor

PB: Petabyte Explore: 6.9TF/1,152P/ 2.3TB

. TB: Terabyte Discover: 3.3TF/512P /512 GB
Columbia: 62 TF/ 10,240 P/ 20 TB GB: Gigabyte

STORAGE NETWORKING
Online: SGI® NUMAlink™
1.1 PB of RAID InfiniBand
Archive Capacity: 10 Gigabit Ethernet
25 PB 1 Gigabit Ethernet

Figure 4: NASA's integrated HEC services environment.

Halem: 3.2 TF / 1,392 P / 696 GB
Courant: 0.1 TF/ 128 P/ 64 GB
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Archive Capacity: InfiniBand
10 PB 10 Gigabit Ethernet

1 Gigabit Ethernet
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Figure 5: Growth trends for the NASA HEC Program over the past 3 Fiscal Years, shown by project and mission directorate. (a) shows user accounts and sponsors,

(b) shows processor-hours used, and (c) shows mass storage utilization.

has prompted Program staff to look at alternative methods for
making data available to users for post-processing—to help
researchers better understand their results.

Mass Storage

With the massive amounts of data generated every day in sup-
port of NASA’s missions, users must have a place to store it
all—and be able to access it quickly, reliably, and securely for
post-processing and future reference. The Program strives to
provide users with ample archival capacity to help off-load
on-line data—so that there is always room for computational
runs on the Program’s computing resources. The NAS facility
provides 25 petabytes of tertiary storage capacity and over a
petabyte of disk capacity while the NCCS furnishes users with
10 petabytes of tertiary storage capacity. With an average of
10 terabytes (TB) of data being generated in a single day at
the NAS and NCCS facilities combined, this is no small task

for Program storage specialists.

In a 2-year period—from the beginning of FY 2005 through
the end of FY 2006, storage needs at the NAS facility in-
creased over 700%, and in the last 12 months, archive data
volume at NCCS grew by more than 60%, and the number
of files grew by nearly 17 million (approximately 43%). To
stay on top of increasing demands for data storage, several
upgrades are planned for the near future including increas-
ing archive capacity bandwidth on Columbia, after which the
average data transfer is expected to be 12 TB/day with a peak
of 44 TB/day, and installing new robotic libraries at NCCS,
which will add more than 6 petabytes of capacity.

High-Speed Networking

High-speed network connectivity is a necessity for users to
take full advantage of NASA's HEC resources. The Program
provides end-to-end operational networking support for both
local area networks (LAN) and wide area networks (WAN),

in addition to engineering support to accommodate users’
new requirements for local and distributed applications—all
while adhering to NASA’s increasingly stringent security
requirements. Program network engineers are also constantly
monitoring connections to and from all HEC systems using
custom-designed network analysis tools. These tools are used
to both pinpoint problems before users encounter them, and
identify areas for improving network performance—from
both an aggregate and individual user perspective.

One of the Program’s greatest efforts over the past 18 months
in the area of high-speed networking—an effort that is ex-
pected to grow as computational model sizes increase and
users gravitate toward time-based modeling—is the ex-
ploration and development of methodologies for increas-
ing network bandwidth for NASA applications. This work
encompasses working directly with Columbia network us-
ers, LAN network engineers supporting Columbias end-
user sites, and network security personnel, to implement
and utilize data transfer solutions that maximize network
performance of individual user network and workstation
environments. Furthermore, this includes exploration of new
technologies capable of maximizing network performance
from the Program’s HEC resources—specifically InfiniBand
over WAN. InfiniBand’s distance-extension technology is
well-suited for NASA's HEC environment, and has the po-
tential for substantial cost-savings as it combines clustering,
storage, and WAN input/output onto a single network.

User Services Support

The Program has frontline user services entities at both Ames
and Goddard to assist users day or night. In addition to an-
swering questions, the User Services support staff plays an ac-
tive role in testing and anticipating user questions related to
any new tools, hardware, software, or security requirements
introduced into the computing environment. Shaking out



problems before users encounter them and creating docu-
mentation and training to address common problems helps
maximize efficiency and provides a stable computing environ-
ment for users. Over an 18-month period—from May 2005
through October 2006—NAS and NCCS successfully closed
more than 10,000 HEC user-related tickets.

Application Optimization

Enhancing performance of applications and user productivity
over the entire lifecycle of projects are two key objectives of
the Program’s performance optimization specialists. Expertise
spanning both computer science and engineering applications
enables the Program to provide users with several levels of ap-
plication support ranging from basic scientific consulting (for
example, identifying errors in users’ codes and helping them
port their codes onto and among HEC systems) to working
closely with a user to enhance their code, sometimes requiring
extensive code changes to obtain required speed-ups.

In addition to addressing application performance, the Pro-
gram focuses attention on the evaluation of tools and archi-
tectures to identify the optimal technology for enhancing user
productivity in NASA’s HEC environment. Part of this effort
is keeping track of, and measuring performance of the cur-
rent architecture landscape, which is important for optimiz-
ing performance of applications on existing systems, and for

FUTURE

A Unified HEC Environment

NAS and NCCS are joining to create a unified HEC environ-
ment built on a standardized set of services. Users will be able
to seamlessly move from one computer—or one computing
center—to another. The base of this environment is a com-
mon interface to HEC resources, including a single process
that handles all account applications, one NASA-wide user-
name, and a shared method for secure dual-authentication.

Once logged in, users already encounter the same mass storage
software at both centers. Additionally, finding the same oper-
ating systems, accessing compilers and libraries in the same
logical locations, and seeing identical conventions for access-
ing scratch space and storage will enable users to take advan-
tage of different architectures with minimal code changes. A
long-term goal is to develop a layer of transparency that will
automatically shepherd user jobs to the most appropriate sys-
tem. This transparency will include the ability to easily trans-
fer data between centers.

Besides fostering transcontinental collaboration, routine
high-speed data transfer between centers will support a ro-
bust back-up capability in case of a power failure, natural
disaster, or other event. Code portability and a shared data
archive will, at minimum, allow users to access data they have

HIGH-END COMPUTING AT NASA 2006

selecting systems required to meet the Agency’s future high-
end computing needs.

Advanced Visualization

It is important for users to be able to understand and process
the science and engineering behind the massive amounts of data
generated on NASA’'s HEC resources. In some cases, the amount
or complexity of the data is too great for commercially available
tools—this is where the HEC Program’s advanced visualization
experts play a significant role. Working closely with users, visu-
alization experts apply, and in some cases, create new techniques
to expose the intricate temporal and spatial details of the com-
putational models, shedding more light on the science they are
meant to describe. With each of these challenging applications,
visualization specialists become more familiar with the issues re-
lated to both the science and the code, and are able to employ
more sophisticated techniques with future applications.

As data management and movement become increasingly
challenging, and the need for higher-fidelity models escalates,
the Program’s visualization experts have pushed the envelope
in developing special techniques for concurrent visualiza-
tion—moving large datasets as they are generated to graph-
ics hardware so that they can be manipulated and analyzed
on the fly.

already generated and restart computing. Ultimately, jobs will
be transferred to the other center immediately after a failure;
with their data ready and available, users would simply pick
up where they left off.

The efficiency of the unified HEC environment stems from
relying on each center’s strengths: sharing best practices and
sometimes assigning joint functions to the center that does
them better. A common environment also helps HEC staff
track system utilization and make decisions about future al-
locations and acquisitions. Furthermore, a program-wide con-
figuration clarifies the path to adding new systems.

Next-Generation Systems

In acquiring its next-generation computing systems, the HEC
Program is emphasizing price-performance and stability. The
Program is leveraging the commodity market but collaborating
with vendors to focus that market on meeting NASA’s unique
mission requirements. This approach also avoids taking drastic
steps from one architecture to another so users will not strug-
gle with a new environment. Extending the current trend, the
Program will manage the computing resources toward increas-
ing utilization while optimizing job turn-around.



8

HIGH-END COMPUTING AT NASA 2006

Figure 6: A Linux Networx Custom Supersystem called Discover will be the NASA
Center for Computational Sciences’ next-generation supercomputer. Shown
above, the “base unit” of the cluster provides 3.3 teraflops of peak computing
power in five closet-sized cabinets.

A Linux Networx Custom Supersystem will be the NCCS’
next-generation supercomputer, called Discover. As shown in
Figure 6, the “base unit” of the cluster provides 3.3 teraflops
of peak computing power in five closet-sized cabinets.

Partners on the cluster include Intel, SilverStorm Technolo-
gies, IBM, DataDirect Networks, Altair Engineering, and
Computer Sciences Corporation. A 512-processor “base
unit” arrived this summer, and the NCCS staff is evaluating
the addition of several 1,024-processor “scalable units.” The
system could scale to nearly 40 teraflops in its full configu-
ration. Discover will mainly provide capacity computing for
Earth and space scientists. Users will have access to the same
set of tools, modules, and home file systems on the new clus-
ter as on the existing 1,152-processor SGI Altix 3700 BX2
system (Explore).

Now that the Altix-based 10,240-processor Columbia is 2
years old, NAS is developing the requirements for a follow-on
system. One goal is maintaining Columbia’s current capac-
ity while meeting users’ growing computational requirements,
which translates to an estimated four-fold increase in work-
load by 2009. A more capable leadership-class system may
also be a feature. Multi-year phased replacement of Columbia
will be based on comprehensive market research and archi-
tecture system evaluation, including acquisition of testbeds.
It is likely that a new multi-vendor partnership will build the
Columbia follow-on.

Next-Generation Applications
The HEC Program’s computing systems will be critical
resources in fulfilling NASA’s missions.

For Aeronautics Research, Columbia will
be in demand for NASA’s hypersonics,
supersonics, subsonic fixed-wing, and
rotary-wing projects. These fundamental
research efforts need to resolve basic phe-
nomena in acoustics, integrated flight-
propulsion controls, and aerothermody-
namics effects into complex-geometry
computational tools for design and devel-
opment of advanced air vehicle concepts.
Columbia also will enable creation of
tools to evaluate emerging technologies
such as inflatable hypersonic decelerators
that could improve entry, descent, and
landing systems for spacecraft. For avia-
tion safety programs, research in integrat-
ed resilient aircraft control will push the
: state-of-the-art in physics-based model-
ing of fluid flow, while modeling of atmospheric disturbances
(for example, icing and turbulence) will support development
of an intelligent flight deck.

For Exploration Systems, HEC resources will play a role in
system design, engineering, and mission planning. The cen-
terpieces of NASA’s exploration efforts are the next-generation
space vehicles. Orion will be the Crew Exploration Vehicle
that carries astronauts back to the moon and later to Mars.
The Ares I rocket will be the new Crew Launch Vehicle that
takes Orion into space. The larger Ares V rocket will carry
heavy cargo and components into orbit for rendezvous with
Orion. The Columbia supercomputer is supporting the de-
velopment of all three vehicles, including simulations of aero-
dynamic flow during flights and stage separation of Orion
from Ares I. The system is also enabling designs for the Ares
launch pads.

For Science, HEC resources will need to manage increasingly
vast quantities of data, especially as models and observations
become more interconnected. For example, Goddard’s Global
Modeling and Assimilation Office combines terabytes’ worth of
Earth observations with coupled models to better understand
past climate and research ways to improve weather and climate
forecasts. The HEC Program is moving towards a data-centric
computing model incorporating a variety of data management
services. The new NCCS Data Portal provides a platform for
sharing, searching, and visualizing model datasets. Another
planned service is concurrent and interactive visualization dur-
ing simulations, which will be enabled by visualization “nodes”
on the Discover cluster and a next-generation hyperwall node
on the Columbia follow-on system. For handling data from
multiple locations, the unified HEC environment will sup-
port distributed computing, where portions of a model sys-
tem—and its associated data—are run at different centers in a
coordinated and coupled fashion. NASA’s approach is likely to

include frameworks-based modeling services.



For Space Operations, Columbia must be on-call from
launch to landing during the remaining Space Shuttle mis-
sions planned through 2010. Columbia’s responsibilities
include evaluating potential threats from ice formation and
foam debris, assessing heating on the protective thermal tiles
and bond lines, and analyzing design changes for compo-
nents such as the external tank’s ice/frost ramps. A mirrored
Return to Flight data warehouse, co-located at Ames and
Langley Research Centers, supports these on-the-fly analy-
ses with rapid transfer and dissemination of data. The Hub-
ble Space Telescope Servicing Mission 4 planned for late
2007 or early 2008, will require computational support, as
it will necessitate the unprecedented launch of two Shuttles
almost simultaneously.

Technology Pathfinding

During the 1990s, the computational science community be-
gan a paradigm shift—from primarily single-processor com-
puting to routine parallel processing. The decade to come will
witness another shift in which the supercomputer processor
becomes only one component in a distributed collection of
technologies and services. In addition to developing data
management services, NASA is engaged in pathfinding activi-
ties for technologies that could significantly enhance simula-
tion and data analysis capabilities.

HIGH-END COMPUTING AT NASA 2006

NASA, the Department of Defense, and the Department of
Energy are partners in the Data Intensive Computing Envi-
ronment (DICE). This industry testbed provides the means to
fund and try out information technology offerings and offer
feedback to companies before placing new technologies into
a production environment. Through DICE, NASA is gain-
ing access to field-programmable gate arrays, specialized chips
that work as accelerators alongside traditional processors,
and the Cell processor, which was developed for the Sony
PlayStation 3 game console but has shown some promise on
scientific applications.

New technologies will be evaluated based on their ability to
serve the HEC user community and the NASA missions they
support. Undoubtedly, requirements will escalate, and pri-
orities will be adjusted. Within this dynamic environment,
NASAs HEC Program will evolve its mix of technologies
and services while maintaining a steady focus on ensuring
mission success.
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s MISSION DIRECTORATE

The Aeronautics Research Mission Directorate’s efforts are directed toward
the transformation of our Nation’s air transportation system, and developing
the knowledge, tools, and technologies to support future air and Space
vehicles. Our focus is on cutting-edge, fundamental research in traditional
aeronautical disciplines. We are investing in research for the long-term in

areas that are appropriate to NASA’s unique capabilities, and meeting our
charter of addressing national neeas. We are advancing the science of aero-
nautics as a resource for our Nation, as well as advancing technologies,
fools, and system concepts that can be drawn upon by civilian and military
communities, and other government agencies.

DR. LISA J. PORTER
Associate Administrator
http://www.aeronautics.nasa.gov
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Figure 1: A close-up view of the flow in the outer swirler vanes of a Smart Integrated SiC Multi-Point Lean-Direct-
Injection Combustor, via an X slice. The arrows point in the direction of the fluid flow, while vector length indicates
the velocity magnitude (Speea). Since the mesh is unstructured, placement of the vectors’ arrows is non-uniform,
the swirling motion created by the vanes is evident.

Project Goals and Objectives: The original goal of this project
was to study actively controlled Lean Direct Injection (LDI)
combustion concepts, currently called the Smart Integrated
SiC Multi-Point Lean Direct Injection (SIMPL-DI) Combus-
tor. However, advanced low-emissions Hydrogen LDI com-
bustor concepts were added because of changing program-
matic directions at NASA.

Project Description: The Combustion Branch at NASA Glenn
Research Center is currently working on LDI, a promising
low-emissions combustion concept for gas turbines (jet en-
gines, for example). In LDI, a fuel (Jet-A, hydrogen, or natu-
ral gas, for example) is sprayed (if a liquid), or injected as a gas,
directly in the engine’s combustor using multiple fuel injector
modules—the goal being to violently mix the fuel and air so
the resulting flame is mostly “premixed.” A premixed flame
burns at a lower temperature, resulting in fewer nitrogen ox-
ide and hydrocarbon emissions (if a fossil fuel is used) being
released into the environment. While this combustion con-
cept works well at full power conditions, the overall air-fuel
ratio is too lean to sustain stable combustion at low power
conditions. To remedy this, NASA researchers are currently
focused on an active control design, SIMPL-DI, which allows
operation at all ranges. While hydrogen combustion does not
produce carbon monoxide or hydrocarbons, it does produce
large amounts of nitrogen oxides. If a hydrogen combustor is
operating at globally lean conditions, a locally turbulent non-
premixed flame will still produce large amounts of nitrogen
oxide emissions, because high flame temperatures still occur
at the local level. We use LDI to reduce these hot spots by
violently mixing the hydrogen and air, resulting in a nearly
premixed flame, which dramatically reduces the amount of
nitrogen oxides produced.

Relevance of Work to NASA: NASA’s Aeronautics Research
Mission Directorate (ARMD) is committed to aircraft
emissions reduction goals at subsonic and supersonic
flight conditions.

Numerical Approach: The National Combustion Code (NCC)
is a state-of-the-art computational fluid dynamics (CFD) pro-
gram specifically designed for combustion processes. A short
summary of the features of NCC pertaining to this project
are: use of unstructured grids, massively parallel computing
with almost perfectly linear scalability, a dynamic wall func-
tion with the effect of adverse pressure gradient, low Reynolds
number wall treatment, a cubic non-linear k-epsilon turbu-
lence model, the well-validated Magnussen Eddy Dissipation
Concept (along with Marek’s fuel curve fits), a fast chemical
kinetics solver, and a lagrangian liquid phase spray model. Re-
cently, viscous low-speed pre-conditioning has been added to
improve the low-speed convergence of the NCC in viscous
regions, and the ability to handle multiple sets of periodic
boundary conditions has been added. The combination of
these features is usually not available in other CFD codes, and
gives the NCC an advantage when computing re-circulating,
turbulent reacting spray flows.

Computational Approach: The solid geometry models were
created using Pro Engineer, while computational grids were
generated using the Gridgen mesh generation program. Origi-
nally, all tetrahedral meshes were used, however, hybrid mesh-
es were used in later cases for both the SIMPL-DI and hydro-
gen concepts to increase accuracy. The Pro Engineer models
were then translated into Initial Graphics Exchange Specifica-
tion format, for use as surface models within Gridgen. Dur-
ing the start of this study, computational grids with 250,000
cells were used. The grids were refined until acceptable results
were obtained, and the final computational grids contained
approximately 2-5 million elements. The NCC then per-
formed a CFD combustion analysis. MPI was used for paral-
lel processing, and Metis was used for domain decomposition
(load balancing). For the SIMPL-DI concept, 128 processors
were used for 3 wall-clock days on the Columbia supercom-
puter. Because of the numerical stiffness (in both geometrical
and chemical time scales), the hydrogen combustion concept
was much more computationally challenging, taking approxi-
mately 2 weeks to complete a case using 256 processors.



Results: In the past, it was assumed that a complete combus-
tion model would address the inaccuracies in combustion
CFD calculations. With this work, it is now clear that a full
geometric representation of the actual combustor is needed,
along with a consistent turbulent combustion model. A paper
titled “National Combustion Code Calculations of a NASA
Low-NOx Hydrogen Injector Concept” will be presented at
the 2007 AIAA Aerospace Sciences Meeting.

Role of High-End Computing: Without the extensive super-
computing capabilities such as those afforded by Columbia,
this project would not have progressed. Access to large, paral-
lel systems have enabled the project to evolve from looking
at a single injector in an array, to nearly the entire combustor
geometry. Understanding of a successful combustion concept
is dependent on looking at the entire geometry, because small
geometric changes can drastically change the mixing process,
which determines whether a combustor decreases emissions
or not.

Future: Combustion CFD analysis with the NCC is included
in future Subsonic Fixed Wing and Supersonic Fixed Wing
ARMD goals. Hydrogen combustion will be de-emphasized,
while work will continue for the SIMPL-DI concept. Explo-
ration Systems Mission Directorate projects utilizing “green”
propellants are extensions of this work.

Collaborating Organizations
© Ohio Aerospace Institute
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Figure 2: A close-up view of the flow in the
- “cup region” of a Smart Integrated SiC Multi-
Point Lean-Direct-Injection Combustor, via a
slice at the Z mid-plane. The arrows point in
the direction of the fluid flow, while vector
length indicates the velocity magnitude
(speed). Since the mesh is unstructured,
placement of the vector arrows s non-
uniform. Multiple regions of re-circulating
flow inside and outside the cup are shown.

Figure 3: Computational grid of a Smart Integrated SiC Multi-Point Lean-Direct-
Injection Combustor concept. The volume mesh is visualized by slices in the axial
and longitudinal coordinates. This particular grid has about three-million tetrahedral
and prism elements.
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Figure 4: The translucent white shows the injector geometry. Hydrogen travels
through the long tube at the top, through the manifold “ring” in the center left, and is
injected through the set of four very small tubes inside the venturies. A longitudinal
mid plane slice shows two sets of contours: 1) Line contours show temperature, 2)
Flooded contours show nitrogen oxides (NO). As shown by the temperature contours,
hot spots are minimized, and therefore the nitrogen oxides created in the flame zone
are minimized. This CFD analysis confirms experimental results: the NASA Hydrogen
LDI concept produces low amounts of nitrogen oxide.
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Figure 1: Close-up of modern turbo fan jet engine simulation seen in Figure 2.

Project Goals and Objectives: Recent advancements in the
areas of combustion modeling, numerical simulation, and
high-end computing have greatly facilitated the use of com-
putational fluid dynamics (CFD) in the development of
combustion technology. However, for these CFD-based tools
to play a more reliable and practical role in the design and
analysis of advanced, low-emission, high-performance com-
bustion systems, significant improvements in their abilities to
predict the interacting chemical and multi-physics phenom-
ena are needed. The aim of this project is, through the devel-
opment/validation/application of the National Combustion
Code (NCC), to push the state-of-the-art in comprehensive
combustion modeling and simulation, and together with ex-
perimentalists and designers, establish an integrated approach
using combustion CFD, diagnostics, and rig testing to ad-
vance the combustion technology for emissions reduction and
performance improvement.

Project Description: Combustion operates at the intersection
of fluid dynamics, fuel chemistry, and multi-phase physics.
Modeling of these highly non-linear and intrinsically un-
steady processes calls for a comprehensive approach. Specifi-
cally, all pertinent components and models are integrated into
a simulation framework via an overall solution procedure and
algorithm that can robustly and consistently account for the
overall physical-chemical process occurring in the practical
system of interest. In practice, not all of the temporal, as well
as spatial scales, can be computationally resolved—physics-
based models are used to account for the effects of unresolved
scales on the directly computed scales. To model and simulate
the combustion system as accurately as possible, it is impera-
tive to make the computationally, directly resolved scales as
small as possible. Our research and development of compre-
hensive combustion modeling and simulation is embodied in
the development, validation, and application of NCC. We
have been prudently using NCC within its current limitations
for technology program support while concurrently improv-

ing its fidelity and extending its capability.

Relevance of Work to NASA: Researchers and engineers have
been using NCC to provide analysis and design support for
various aerospace propulsion technology projects such as fuel
injectors for emissions reduction, revolutionary turbine ac-
celerator and turbine-based combined-cycle engines, rocket-
based combined-cycle engines, advanced rocket combustor
concepts, and compressor-combustor-turbine integration
(Figure 2 shows the temperature field inside the combustor).
NCC is also being used as a testbed for assessing and develop-
ing combustion models and computational technologies in an
engineering environment. In addition, technology transfer to
external organizations has been conducted through non-ex-
clusive Space Act Agreements.

Numerical Approach: NCC features high-fidelity representa-
tion of complex geometry, advanced models for two-phase
turbulent combustion, conjugate heat transfer, and massively
parallel computing. The interacting multi-phase, multi-phys-
ics processes are emulated via a hybrid Eulerian-Lagrang-
ian-Monte Carlo algorithm. Major modeling enhancements
currently in progress are liquid fuel atomization, particle and
aerosol emissions, Very Large Eddy/Large Eddy Simulation
(VLES/LES), and radiation heat transfer.

Results: References 1-3 summarize our most recent activ-
ity in the validation of NCC. In particular, [1] covers the
comparison of NCC results with measured data and the
LES results for a single-element lean-direct injection com-
bustor aimed at low emissions. The use of NCC to provide
design and analysis support for aerospace propulsion tech-
nology development is reported in [4] for a revolutionary
turbine accelerator, and [5] for a pulsed detonation engine.
Further, development of modeling capabilities is in prog-
ress. Implementation of the liquid fuel atomization is de-
scribed in [6]. The development of directly computing
the unsteady, large-scale flow structures in the context of
VLES is reported in [7-9]. The use of a transport equation



for the joint probability density function of the scalars to
model the turbulent combustion is demonstrated in [10].
Implementation of the chemical and microphysical modeling
capability for particulate emissions from jet engines is de-
scribed in [11].

Role of High-End Computing: High-fidelity simulation of
multi-phase turbulent combustion in a practical device re-
quires adequate resolution of a wide dynamic range of tem-
poral and spatial scales. This entails intense computations,
which in practice, can only be carried out on massively par-
allel systems such as the Columbia supercomputer. To take
full advantage of Columbia’s parallel architecture, High-End
Computing Program application specialists are assisting with
optimizing the parallel performance of NCC. To date, our
typical Reynolds Averaged Navier-Stokes Simulation is rou-
tinely performed on 128-256 processors. For better predic-
tion of emissions and/or flame stability, VLES/LES will be
carried out, which will require a greater amount of Columbia’s
parallel computing resources.

Future: Under the Fundamental Aeronautics Program, we will
conduct systematic and rigorous validation simulations—first
to baseline the overall fidelity of the current version of the
NCC, and then to guide and measure its further develop-
ment/enhancement. The ultimate goal is to have a predictive
capability for providing quantitatively accurate information,
accompanied by estimated uncertainties, on emissions and

performance of practical combustion systems.
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Figure 2: National
Combustion Code sector
simulation of the temperature
field inside the combustor of

a modern turbofan jet engine.
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Figure 1: Boeing 777 landing configuration: grid and pressure contours.

Project Goals and Objectives: The goal of this project was to
demonstrate and improve the capabilities of a computational
method for predicting flowfields associated with high-lift con-
figurations, particularly near the maximum lift (C__ ). The
objective was part of a longer-range goal of improving the un-
derstanding of Reynolds number scaling and semi-span wind
tunnel testing at flight Reynolds numbers.

Project Description: Accurate prediction of high-lift aerody-
namics is one of the intractable problems in computational
fluid dynamics (CFD). The combined complexity of geom-
etry and flow physics associated with the high-lift problems
pushes the limits of current computational methodologies
and resources. Numerous attempts to solve this problem
have indicated that finer grid resolutions are required in
key flow regions that, in turn, signify the need for larger com-
puting resources. Past investigations suggest that computation
of high-lift problems requires grid resolutions on the order
of hundreds of millions of grid points running on thou-
sands of processors. Proper guidelines for strategic refinement
of grids in dominant flow regions are critical and require fur-
ther investigation.

Relevance of Work to NASA: The work presented was carried
out as part of the High-Reynolds Number High-Lift task un-
der the Efficient Aerodynamic Shapes and Integration Project
of the NASA Vehicle Systems Program.

Computational Approach: Due to the geometric complexity
of high-lift problems, an unstructured grid methodology was
selected for this research. Unstructured grids are more flexible
than their structured counterparts and adapt to complex con-
figurations with relative ease. The Tetrahedral Unstructured
Software System (TetrUSS), developed at NASA Langley
Research Center, was used for the present study. The pack-
age consists of an unstructured grid generator VGRID, and

a Navier-Stokes solver, USM3D. Advances were made in the
generation and refinement of unstructured grids for high-
lift complex configurations during the course of this study.
A new octree-based surface-source concept was developed
which enables strategic refinement of the grid in the wake
regions of the control surfaces—this was not previously pos-
sible. The resulting capability leads to increased accuracy of
high-lift solutions.

Results: Earlier study of a high-lift flowfield on a trapezoidal
wing configuration identified regions of the computational
domain that were critical for accurate prediction of specific
portions of the lift curve. In general, proper grid resolution at
the wake regions of the control surfaces was shown to have a
positive effect on the quality of the predicted lift. At the time
of that study, the only technique in the VGRID code for de-
fining the grid resolution was the use of a set of “point” and
“line” sources. This method, while simple and effective for re-
fining a grid locally, is not appropriate for controlling the grid
density in a large section in three-dimensional space such as
extended areas in the wake regions. For example, about 2,000
line sources were previously used to refine the grid for the
trapezoidal wing, which required a substantial amount of time
and effort. The new octree-based surface-source technique has
facilitated the process of generating good quality grids for the
high-lift applications.

Figure 2 shows a tetrahedral “viscous” grid generated on the
trapezoidal wing configuration using the new method. Only
a handful of sources (including two surface sources) were
used for this grid as opposed to more than 2,000 line sources
employed before (Figure 2a). As illustrated in Figure 2b, the
grid is appropriately resolved in the areas of interest. The new
method was also applied to a Boeing 777 landing configura-
tion. It consists of a wing, fuselage, leading-edge slats, trailing-
edge flaps, pylon, and a “chined” nacelle. The configuration
features complexities such as tight corners and very narrow



gaps between various components that usually pose a chal-
lenge for grid generation. The generated “viscous” grid, con-
taining about 108 million cells, was generated using several
surface sources prescribed on the geometry and in the wake
regions. Flow solutions were obtained with USM3D using
the Spalart-Almaras turbulence model at a Reynolds number
of 5.9 million and a Mach number of 0.21. Solutions were
obtained at three different angles of attack (AOA): 12, 14,
and 16 degrees. However, the focus of the study was mainly
on the 16-degree case because it represented a critical near
C,,... problem, which involved massively separated flows and
introduced a challenge for predicting the lift accurately. Al-
though the main features of the flow were developed and the
solution appeared converged, the separation lines on the flaps
remained unsettled, and the accuracy of the predicted lift was
below the expected range after 15,000 iterations.

Role of High-End Computing: The computations for the Boe-
ing 777 at 16 degrees AOA took about 17 days of continuous
jobs running on the Columbia supercomputer using 140 pro-
cessors. A complete lift-polar consists of about thirteen AOAs

Surface sources

{a)

Figure 2: Unstructured grid generation
on the Trapezoidal Wing configuration:
(a) surface sources, (b) unstructured grid.

(b)
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and would have required access to a much larger computa-
tional resource. Columbia was critical in reaching the level of
grid density and extensive flow computations needed for the
present high-lift solutions.

Future: High-lift flows involving large separated flow regions
are inherently unsteady and require time-accurate solutions.
In addition, better turbulence models are needed to handle
such flows more accurately. Generation of larger, more ef-
ficient grids requires parallel and adaptive grid generation
techniques. And finally, access to more processors is crucial
to reducing the solution time for large grids of hundreds of
millions of elements.
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Figure 1: Detonation initiation in annular combustor geometry, as shown in Figure 2.

Project Goals and Objectives: The NASA Constant Volume
Combustion Cycle Engine (CVCCE) Program sought to re-
place the constant pressure combustor in typical gas turbine
engines with a constant volume combustor. A constant vol-
ume combustion process is thermodynamically more efficient
than constant pressure combustion, and a gas turbine engine
with a constant volume combustor could improve its specific
fuel consumption by 7-11%. The computations performed
under this project aided in the development of these more
efficient combustors.

Project Description: There are potentially significant perfor-
mance improvements to be realized by utilizing a detonative
combustor to achieve constant volume combustion in a gas
turbine engine. However, there are also numerous, serious
technical obstacles to making constant volume combustion
cycle engines practical. Among the technical challenges to be
overcome are the ability to detonate jet fuels, combustor emis-
sions, combustor and turbomachinery durability, and obtain-
ing a reasonable length for the transition from deflagration
to detonation. To gain insight into these technical challenges,
computations of Nitrogen Oxide (NOx) emissions, film (Fig-
ure 2) and ejector cooling schemes, and the affects of obstacle
geometries on detonation transition length in detonative com-
bustors were performed. Computations of advanced detona-
tive combustor concepts (Figure 3) were also performed.

Relevance of Work to NASA: This work is a part of NASA’s
continuing effort to increase national aeronautics knowledge
and capabilities. Successful development of a CVCCE with its
large reduction in fuel consumption would provide significant
commercial and national security benefits.

Computational Approach: The National Combustor Code
(NCC) and an in-house upwind computational fluid dy-
namics code were used in this project. NCC is a three-

dimensional, parallelized, unstructured grid code with react-
ing flow and two-phase flow capability. Second-order accurate
central differences are used for the inviscid and viscous flux
characterizations, and a Jameson operator is used to maintain
numerical stability. Dual time stepping is used to obtain sec-
ond-order accuracy for transient simulations. Turbulence clo-
sure is obtained by a low Reynolds number k-e model. A finite
rate chemistry model is used to compute the species source
terms for Jet-A/air chemistry. The upwind code solves the axi-
symmetric Navier-Stokes equations, the Spallart-Allmaras tur-
bulence model, and a detailed kinetics mechanism for Jet-A.
This equation set is solved using a fully implicit, first-order ac-
curate-in-time, variable-step backward differention method,
while the numerical fluxes are evaluated using a second-order,
spatially accurate total variation-diminishing scheme. The re-
sulting equations are then linearized in a conservative manner
and solved iteratively allowing relatively large time steps to

minimize computational cost.

Results: Computations were performed to aid in the design
of a Jet-A/air-fueled detonative combustor test rig. This test
rig was the first to demonstrate Jet-A/air detonability at gas
turbine operating conditions—the critical piece of technology
for CVCCE. Computations were performed with the upwind
code to simulate the NOx emissions formation processes in
a detonative combustor. Subsequent comparisons with NOx
emissions measurements from the test rig provided excellent
agreement. The NOx emissions calculations demonstrated that
emissions would be a significant issue with these combustors.
Strategies to lessen NOx emissions such as low stoichiometry
operation or stratified charges were explored computationally.
A detonative combustor would create a severe thermal and
stress environment at the combustor walls. A computational
study was performed to determine which cooling techniques
would be effective in a detonative environment. Detailed com-
putations of the film coolant flow in a detonative combustor
were performed, along with thermal and stress computations,



which were used to design a film-cooled test article. This test
article was used to demonstrate that a cooling film could be
maintained on the walls of a detonative combustor, and to
quantify its effectiveness. Computations were also performed
to aid in the design of an ejector cooling concept. Proof-of-
concept tests using an ejector cooling test article were suc-
cessfully completed. Chemical kinetics models for Jet-A/air
detonations anchored to experimental data were developed as
part of this effort. These kinetics packages would prove use-
ful in optimizing obstacle geometry to minimize length of
the transition from deflagration to detonation. These kinetics
packages are being transferred to industry as requested.

Role of High-End Computing: Studying of the dynamics of
detonations in these devices necessitates calculating time
histories for reacting flows with fine-grid resolution. These
demanding computations require a massively parallel cluster
with eflicient inter-processor communication such as that af-
forded by the Columbia supercomputer. All of the transient
combustion studies performed under CVCCE consumed ap-
proximately 750,000 processor-hours on Columbia.

Future: Detonative combustor technology development efforts
continue in industry.
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Figure 2: Film coolant dynamics as
a detonation wave passes.
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Figure 3: Detonation initiation in annular combustor geometry.
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Project Goals and Objectives: The goal of this work is to rec-
oncile the discrepancies between preflight estimations from
wind tunnel testing and computational fluid dynamics (CFD)
analyses of an X43-A vehicle drag at transonic conditions,
with those from flight tests. Figure 1 shows the transonic
condition occurs approximately 10 seconds after drop from a
B-52 aircraft.

Project Description: The acrodynamics of transonic conditions
are the most difficult portion of flight to predict and test, as
transonic drag values can vary widely with the slightest chang-
es. Following successful completion of the second flight of the
Hyper-X/X-43A scramjet propulsion experiment in March
2004, it was determined that the measured drag at transonic
conditions on the Hyper-X Launch Vehicle was approximately
50% higher than the preflight predicted values based on wind
tunnel test data and CFD results. Figure 2 shows the discrep-
ancies observed among the 6-degree-of-freedom and flight
data. To help reconcile discrepancies in preflight estimations
of vehicle drag at transonic conditions, a CFD investigation
of the Hyper-X Launch Vehicle configuration was conducted.
This study examined a number of areas viewed as potential
contributors to the transonic drag prediction discrepancies
including an extensive review of the geometric modeling and
CFD grids generated for the wind tunnel model and flight
vehicle configurations; differences between the wind tunnel
and flight Reynolds number conditions; and fluid-structure
interactions resulting in aeroelastic deformations. The analyti-
cal efforts in search of the additional drag observed during the
transonic portion of the flight resulted in a value within ap-
proximately 1% of the flight data.

Relevance of Work to NASA: This work is closely aligned with
one of the Aeronautics Research Mission Directorate’s prima-
ry aims: to pursue research and technology development that
increases mobility and pioneers revolutionary aeronautical
concepts for science and exploration. During its two success-
ful flight tests in 2004, the X-43A vehicle demonstrated an

Figure 1: Hyper-X trajectory.

advanced form of an air-breathing jet engine that could power
an aircraft nearly 10 times the speed of sound.

Computational Approach: Three areas were investigated to
resolve the preflight versus flight drag estimates using the re-
sults from the CFD analysis (to reconcile the transonic drag
discrepancy):

o All of the computer-aided design (CAD) and GridTool
models were compared with the flight and test article con-
figurations. After conducting thorough comparisons, it was
discovered that a cable raceway on the fuselage of the launch
vehicle was inadvertently eliminated from the CAD and
GridTool models. Furthermore, a full circumferential gap
(backward-stepping surface) on the fuselage of the launch
vehicle was also discovered missing from the CAD and Grid-
Tool models. To fully represent the geometry of the launch
vehicle, the rim of the propulsion nozzle, as well as the in-
ternal surfaces of the propulsion nozzle up to the throat sec-

tion, were added to the CAD and GridTool models.

* The second area of investigation for correction to the CFD
models involved an examination of using the flight Reyn-
olds number values for generating the CFD grid viscous
layer. Prior to building a flight-quality CFD model using
the flight Reynolds number, however, a grid sensitivity was
performed to determine the drag as a function of number of
elements in the CFD mesh. Then, attempts were made to
use the same grid sourcing that resulted in a drag value for

the flight-quality CFD model.

* The last area of investigation was to bring the aeroelasticity
effects into the CFD model of the flight configuration. This
area of investigation required identification of the most flex-
ible portion of the Stack—the composite wing structure of
the launch vehicle. For this effort, the finite element model
of the wing was isolated and coupled with a representative
CFD model of the wing, which was built for this exercise.
Then, the pressure loads from the CFD analysis were applied



to the finite element model, and the resulting deflections
were used to stretch the CFD mesh. Finally, the stretched
CFD mesh was used to predict the final drag. The difference
between the drag values from the rigid and stretched CFD
models were then added to the overall drag prediction.

Results: The results of this project show that the current
aerodynamic and coupled fluid-structure interaction software
codes are mature and accurate enough for predicting the ve-
hicle aerodynamic performance under transonic conditions.
Furthermore, NASA and U.S. industry can use these software
codes, DDTBDM and USM3D [1,2] to predict the aerody-
namic performance of new flight vehicles with higher levels of
confidence. Accurate prediction of flight vehicles allows the
U.S. to keep its edge over foreign competitors.

This project also proved that single disciplines cannot, and
should not fully address all questions pertaining to flight hard-
ware development—even though each discipline (for exam-
ple, aerodynamics) is fully mature, integration of all pertinent
areas can truly reveal the vehicle performance.

Role of High-End Computing: The fast processing power
afforded by the Columbia supercomputer, coupled with the

AERONAUTICS RESEARCH MISSION DIRECTORATE

24x7 availability was crucial to the timely completion of this
work. For a period of two months, two to three runs were con-
ducted on Columbia daily, each consuming 64 processors foran
8-hour period. Each run ranged from flight conditions be-
tween Mach 0.92 and 1.1.

Future: While these methods are now considered a viable
means for predicting transonic drag at various flight condi-
tions, and the technology has been transferred to U.S. indus-
try and U.S. military, basic research efforts in the development
of hypersonic vehicle design are ongoing at NASA Langley
Research Center.

Co-Investigators
© Luis Bermudez, Orbital Sciences Corporation
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Figure 2: Post-flight drag versus mission time.
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Figure 1: A representative flight trajectory for the X-43A Mach 7 and 9.7 experiment.

Project Goals and Objectives: The aim of this work was to
conduct studies to determine the performance of the X-43A
Research Vehicle (RV) at hypersonic conditions using available
flight data obtained during a flight test in November 2004. Of
paramount importance was to first compare the drag values
from a test-validated computational fluid dynamics (CFD)
model of the vehicle against the measured flight data. Upon
confirming the validity and accuracy of the methods, CFD
models were once more applied to validate the results against
the flight data at a designated point in the flight regime. Fig-
ure 1 shows the trajectory of the X-43A after being dropped

from a B-52 aircraft.

Project Description: While predicting drag at transonic con-
ditions is very difficulg, it is not so challenging at hypersonic
conditions. On the flip side, however, it is extremely difficult
to accurately predict aero heating under hypersonic condi-
tions due to the higher velocities (more than ten times the
speed of sound). An aerodynamic study of the X-43A RV
configuration was conducted in two different environments: a
wind tunnel and a live flight-test at free-stream Mach 10. The
study at flight conditions was conducted at the release of the
RV from the Pegasus Launch Vehicle (Pegasus is used both
commercially and by the U.S. government to deploy small
satellites), and before the propulsion cowl door opens. Two
areas of interests were investigated, namely validation of the
aerodynamic coefficients and pressure mapping based on the
flight instrumentation readings.

Relevance of Work to NASA: The objective of NASA’s Aero-
nautics Research Mission Directorate is to pioneer and vali-
date high-value technologies that enable new exploration and
discovery, and improve quality of life through practical ap-
plications. This work focused on evaluating the performance
of the X-43A RV is closely aligned with that objective, as the
vehicle is part of NASAs “Hyper-X” Program, which was es-
tablished to explore scramjet-powered airplanes at hype