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| DAO-NAS Partnership Steps Up

With Two More SGI Systems

NASA's Data Assimilation
Office (DAO), in
collaboration with NAS
Facility staff and Silicon
GraphicsInc. (SGI), is
migrating the Goddard Earth
Observing System Data
Assimilation System (GEOS-
DAS) software from its
current home at Goddard
Space Flight Center to a permanent home at the NAS Facility. The
DAO's function within NASA isto advance the state of the art in
data assimilation--the process of turning observations into a model-
-and to provide assimilated datasets for the Mission to Planet Earth
enterprise. To run the climate model and the assimilation
algorithm, the office requires high-speed computing resources like
those used at the NAS Facility.

To The Article...
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DAO-NAS Partnership Steps Up
With Two More SGI Systems

by Ayse Sercan

NASA's Data Assimilation Office (DAQ), in
collaboration with NAS Facility staff and Silicon
GraphicsInc. (SGI), is migrating the Goddard
Earth Observing System Data Assimilation
System (GEOS-DAS) software from its current
home at Goddard Space Flight Center to a
permanent home at the NAS Facility. The DAO's
function within NASA is to advance the state of
the art in data assimilation -- the process of
turning observations into amodel -- and to
provide assimilated datasets for the Mission to
Planet Earth enterprise. To run the climate model
and the assimilation algorithm, the office requires
high-speed computing resources like those used
at the NAS Facility.

Within ThisArticle...

System Names Honor
Pfaendtner

Two-tiered
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Need For Strong
Change Control

First Usein Production
Environment

Ongoing
Collaborations Benefit

All

With the arrival of two 64-processor
Silicon Graphics Inc. Origin2000
systemsin June, the collaborative efforts
i of NASA's Data Assimilation Office and

the NAS Systems Division have stepped
up considerably. The two organizations
will maintain the systemsin a
partnership, with the NAS Facility
providing the computing infrastructure
and support, and the DAO providing
cutting-edge hardware.
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System Names Honor Pfaendtner

The software being migrated from Goddard will run on three
Origin2000s -- the newest systems from SGI -- at the NAS Facility. In
June, the DA O purchased and installed two new Origin2000s (jimpfO
and jimpf1), both 64-processor systems that will run the GEOS-DAS
software. These systems -- collectively called jimpf -- are named after
James W. Pfaendtner, chief of the Production Management Branch of
the National Weather Service, who died unexpectedly in April 1995.
Pfaendtner was a founding member of the DAO.

Thefirst system (turing, also a 64-processor Origin2000), owned jointly
by the DAO and the NAS Systems Division, is used for development
and testing. It wasinstalled at the NAS Facility in April (see NAS

News, May-June '97).

Two-tiered Environment

In order to get near-production performance from these platforms, the
project team has created a two-tiered environment. The plan isto use
turing as a testbed, while jimpf will receive operating system and
middleware updates from turing as they become stable. Mary Hultquist,
Origin2000 project lead, explained that NAS will be doing devel opment
work on turing, and that "because the systems are identical in hardware
and software, we can take any work we've done on turing and, once it's
stable, move it onto DAO systems."

In addition to maintaining a separate development platform, the group is
taking a number of precautions with the DAO systems. "We're going to
keep a'hot backup' of the last operating system version so that we can
reverse any changes that cause problemsin a short time. If aproblem
comes up that somehow wasn't noticed on turing, we can always go
back to the stable environment quickly," said Jose Zero, parallel systems
engineer, who is coordinating the software aspects of the migration.
Also, jimpfO and jimpf1 are independent systems. "They don't share
resources internally, so if one goes down, you still have the second one,"
he said.

Need For Strong Change Control

One of the challenges of such an ambitious project is controlling all the
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changes made to the system. Hultquist explained that the group is
keeping system backups of multiple steps in the process "so if anything
goes wrong, we can fall back to the previous version without a problem.
All changesto the systems are logged, and available viathe Web."

Zero added: "Thisisavery large project with alot of people working on
it. Right now we've got a very strict configuration management system
for the computing environment. All changes are logged and tested
before they're released -- even to turing. The description of all the
changes has to be coordinated by a single person, so thereis one
hundred percent coordination of all changesin the system.”

The machines are being built, configured, and maintained by
Archemedes de Guzman in the NAS parallel systems group, so thereis
closeinteraction in their development and maintenance. Zero is
coordinating the DAS software changes, Hultquist coordinates system
changes.

First Use in Production Environment

"We're the first group in the country to use these cutting-edge machines
in a production-like environment," Zero noted. This environment will
allow the DAO to better support NASA missions such as POLARIS
(Photochemistry of Ozone Lossin the Arctic Region In Summer),
SONEX (SASS Ozone and Nitrogen Oxide Experiment), and STRAT
(Stratospheric Tracers of Atmospheric Transport). Currently, those
missions are being supported by eagle, the ACSF CRAY C90, using the
older GEOS-DAS software that requires fewer floating-point operations
per second and less memory than the newer GEOS-DAS software.

Work on the project began in April with the acquisition of turing, and
activity has stepped up since the arrival of Jmpf in June. The current
focus of the GEOS-DAS project is the migration of its multitasking code
and development of MPI (Message Passing Interface) code from Cray's
Fortran 77 to a more generic version of Fortran 77, which will run on
the Origin2000s. The goal isto complete the migration of the
multitasking code by the end of June 1998, and to have the MPI version
of the code ready to be used in December 1998.

The current work isthe first in the collaboration between the NAS
Systems Division and the DAO in the DAO's Earth-Observing System
(EOS) project. According to the agreement between the two

http://www.nas.nasa.gov/Pubs/NASnews/97/09/dao_nas.html (3 of 4) [1/25/2002 7:45:38 PM]



DAO-NAS Partnership Steps Up With Two More SGI Systems

organizations, the DAO will provide funds for hardware and support,
while NAS will provide a stable environment to run the GEOS-DAS
software.

Ongoing Collaborations Benefit All

The DAO will be able to take advantage of the NAS computing
expertise and infrastructure, as well as the disaster recovery capabilities
of redundant systems. "Even though the machines are owned by the
DAOQ, it'sapartnership with NAS. If aNAS machinefails, the NAS
[user] community can b riefly take advantage of DA O machines, and
viceversa," Zero said. "The DAO is not just a customer, but a partner.”
He added that the DAO plans to expand this capability throughout the
next year.

Both the DAO and the NAS Systems Division have collaborative
relationships with SGI involving the Origin2000s. Each site hasa

memorandum of understanding in place with SGI for assistance with the
development of key codes and for early software releases.

o >
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Information Power Grid Will Give
Scientists More Time for Research,
Opportunities to Share Data

by Ayse Sercan

M anaging access to computing resourcesis
complex and consumes much of the time that
could be spent doing research. In an ideal world,
researchers would spend no time at all deciding
which system to use. In addition, the way
computing resources are managed today makes
sharing of data difficult. Disparate computing
resources keep disciplines stratified, so
researchers often end up wasting time by
unknowingly doing redundant work. And
computing resources are often wasted because
they are not allocated ideally -- a researcher who
decides when and where to run ajob is often not
aware of the loads and priorities of all systems.

http://www.nas.nasa.gov/Pubs/NASnews/97/09/ipg.html (1 of 5) [1/25/2002 7:46:35 PM]
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In order to address these issues, and taking a broader
look at assisting in NASA's research and
development missions, the NAS Systems Division is
designing an "Information Power Grid" -- atwenty-
year project that aims to seamlessly integrate
computing systems, data storage, specialized networks, and
sophisticated analysis software.

Like an electrical power grid, the Information Power Grid (IPG) will
offer a steady, reliable source of computing power. Its scheduling
software will dynamically and intelligently allocate resources among
dispersed computing centers as they are needed.

Design Will Exploit Data Sharing

In the IPG model, each NASA center can purchase and maintain its own
computing resources, investing in cutting-edge technology. At the same
time, this design will help other centers share those resources. The IPG
will automatically find the right system for the job, with allocations
based on the workload content rather than site-specific capabilities. In
addition, the IPG will be a data repository, allowing researchers to share
data, reemanipulating it as needed. Ultimately, the PG is meant to be
not just for researchers using NASA systems, but a prototype for the
implementation of a national computing matrix. The benefits of
developing a system as complex as the IPG are not only the cost savings
afforded by intelligently allocated resources. It will also provide
assistance in collaboration, and allow a higher level of complexity in
problems.

A New Approach to Research

The IPG will move the focus of researchers' interactions with the
computer back to the research. Instead of asking, "What will the
computers | have access to let me do?' they can ssimply ask, "What
problem do | want to solve?' In addition, the IPG will alow
interdisciplinary teams of researchers to work with the same data,
possibly influencing each other's results.

Projects that are expected to benefit the most from the IPG are those in
which interdisciplinary dataiskey -- such asair travel. Marisa
Chancellor, former deputy division chief and one of the original 1PG
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designers, predicted that the |PG could (for example) help cut aircraft
accident rates and improve fuel efficiency by allowing the cross-
referencing of earth-science weather databases with flight plans.

NASA will benefit directly from the IPG in areduced cost of space
launches, weather predictions for space launches, and analysis of space
science data.

Behind The Scenes

The IPG will come with an intelligent interface, a knowledge-based
environment that will help researchers prepare their problems for the
computer, and will offer guidance on complex computing tasks.

Just behind the intelligent interface will be an application layer, where
user applications and systems analysis tools run. In addition, there will
be sophisticated data exploitation tools that allow researchers to analyze
and manage their data. Hidden away from the users, the cluster/network
operating system connects user applications to distributed resources.
Process management and scheduling software will schedule and reserve
processors, network services, and storage nodes as needed. The user
will access these resources without needing to know exactly where they
are or how they work.

The IPG will have a complex hardware back end, with computing nodes
that include testbeds, computing prototypes, communications devices
such as the routers and switches on NASA's Information Systems
Network (NISN), and storage devices.

The IPG will be both a ‘It's one thing to say we're
challenge and a boon to going to connect all these
systems administrators. The machines so they look as if
challengeisin tying together tl:ley were nne_hig computer.
distributed, heterogeneous :;?:I?;;T::: :;:::'r'.'-:' to actually
systems, making them secure

and reliable. But because the

IPG is designed to be

dynamically reconfigurable, computing resources can be added or
deleted from the operational configuration as needed.

Challenge in 'Little Things'
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Bill Nitzberg, NAS parallel systems group lead, has been working with
Bruce Blaylock, chief engineer at NAS, to flesh out the technical
aspects of the project and build near-term implementation plans.
According to Nitzberg, "This project is really deceptive. The challenge
Isin thetiny little things, and the tiny little things, in this context, aren't
so small any more. It's one thing to say ‘'we're going to connect all these
machines so they look asif they were one big computer.' It's another
thing to actually implement that."

Nonethel ess, Nitzberg emphasized that even though standardization of
hardware and software would make the project easier in the short term,
"there are no plans to standardize hardware or homogenize NASA
centers into one giant computing facility."

"That would be a bad move technologically," Nitzberg continued.
"What we want to do with the Information Power Grid istake
advantage of new, different hardware bought by other centers. It's
harder to integrate those systems, but we need to stay on top of
developments.”

Big Picture is 'Solid,' Details in Progress

The Information Power Grid was conceived by ateam comprised of
NASA program managers who fund NAS Systems Division work, as
well as NAS senior management.

More concrete details about requirements were added by a program
development team, made up of NAS Facility customersin fields as
disparate as integrated design systems, aviation operations systems,
space science large-scale information management and simulation,
Space science operations, and autonomous systems.

While the big pictureisfairly solid, the nuts and bolts of the system are
still being discussed. A task force headed by Blaylock is currently
working out short-term steps -- one-year and five-year plans.

Jm McCabe, amember of the NAS wide are networking team,
explained that "there are three major problems to be worked out with
the Power Grid: deciding what the user needs to see, tying all the
resources together seamlessly, and managing all the information.” The
details of those problems are significant enough that the project is
expected to take about twenty years to implement fully.
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But while the committee is taking small steps towards their goal, "the
little baby steps are going to get us there,” McCabe explained, "It's one
thing to be avisionary about the future, but without taking the small
steps on the way there, you'll never get there."

A Tentative Timeline

According to McCabe, similar projects have gone wrong by making too
many long-term -- and not enough short-term -- goals. McCabe stressed
that the Information Power Grid is not just a pie-in-the-sky vision.
"We're not just saying we're thinking about this, we're doing
prototyping." Chancellor added that the IPG is more of aframework for
the various projects the NAS Systems Division will be doing, away of
looking at the big picture rather than aradical departure from what is
currently being done.

"There's the official Information Power Grid program, and then there's
the work we're going to be doing anyway to make the NAS Facility
more useful to our users. The power grid isanice way to describe the
overal vision, and away to bring together other divisions, but even
without the power grid as aframework, the projects will be done," she
said.

The IPG will begin to be available to NAS Facility users around late
1998, when thefirst part of the tentative one-year plan goes into
operation. Nitzberg said that the first appearance of the PG will
probably be some connectivity between Langley and Ames Research
Centers, because the two sites aready have aworking relationship in
the Metacenter project.

The IPG plan will undergo formal review before year end, at which
time goals and milestones will be available. For more information, a
"hotlist" with links to related topics and documents is located on the

Web.

o< >
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Software Corrects Distortion In

Virtual Environment

by David Kenwright

A chance meeting between NASA Ames
researchers Dan Delgado and Sam Uselton led to
asurprisingly fast solution to a distortion
problem that has plagued virtual reality systems
for nearly a decade. Uselton, data analysis group
lead in the NAS Systems Division, made a
connection between earlier work on interacive
particle tracing and Delgado's work in the Ames
Human Systems Technol ogies Branch.

Within ThisArticle...

Magnetic Field Warps
Virtual Environment

Connection L eads to
Collaboration

Dramatic Results
in Days

One of the projectsthat is currently being conducted in that branch's
Advanced Displays and Spatial Perception (ADSP) Laboratory involves

correction of position and orientation measurements used in the creation
of virtual environments. Researchers are testing a system for tracking
head-mounted displays, which are used for severa visualization and
assembly tasks. One such task is the assembly of electrical wiring
harnesses used in aircraft manufacturing (see graphic, below).
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Accurate readings of position and
orientation are needed to simulate precis
ion assembly tasksin virtual
environments. Electromagnetic sensors
placed on the head-mounted display and
the hand-held probe are used to obtain ~ §
thisinformation. Here, an engineer
assembles a prototype electrical wiring
harnessf or an aircraft. The wiring
"blueprint” appears on athe head-
mounted display. Graphic courtesy of
Boeing Airplane Corp.

The ADSP lab uses commercial electromagnetic position measurement
systems to find the orientation and location of one to four sensors
within aregion that is about three meters from a transmitter. The
transmitter emits a magnetic field that the sensors receive and analyze.
Generally, one sensor is attached to an operator's head-mounted display
and another to a hand-held probe. This combination of hardware allows
engineers to design and assemble componentsin avirtual environment
without the expense of building and storing a physical prototype.

Magnetic Field Warps Virtual Environment

Electromagnetic trackers are designed to operate in a metal-free
environment. In the real world, most buildings -- including the ADSP
Lab -- have steel componentsin the floor, walls, and furniture. This
disturbs the magnetic field produced by the transmitter and causes
distortion in the virtual environment. The distortion gets worse as the
operator moves further away from the transmitter, and can be as high as
20 percent (or about one foot) at the perimeter. From the operator's
point of view, this distortion makes the world ook warped.

"It's like living in distorted space,” explained Stephen Ellis, group
leader for the ADSP Lab, "and this causes problems such as motion
sickness." A more serious problem, Ellis pointed out, is that operators
have difficulty moving their handsin astraight line -- acritical task in
constructing wiring harnesses.
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To identify the distortion, Elliss group (including B. D. Adelstein,
Stefan Baumeler, Hans Jense, and Mark Y oung) measured positions and
orientations from the el ectromagnetic sensor at regular intervals
throughout the room. The image at | eft was constructed from their data.

Without any distortion, the image would be aregular cubic or Cartesian
mesh.

The problem then became how to convert the distorted readings of the
tracker to the correct Cartesian coordinates, and do thisin real time (60-
120 Hertz) on an inexpensive workstation.

Connection Leads to Collaboration

When Uselton heard about this problem from Delgado, he immediately
realized it was similar to the point location problems that are routinely
solved with CFD visualization software. Point location is the task of
finding out exactly where you are in a curvilinear mesh. As part of the
calculations, the earlier NAS-developed software performs a
transformation into an orthogonal coordinate system -- and that
component was precisely what the ADSP team needed.

Dramatic Results in Days

Within aweek, Delgado and colleague Rick Jacoby modified and
incorporated the software originally developed for particle tracing into
the ADSP lab's system to correct the distortion -- with dramatic results.
The virtual environment no longer looked warped and the errors in
tracker position were reduced to millimeters.

In July, the ADSP team completed controlled experiments with novice
operators in both the distorted and undistorted virtual environments.
Therole of the head tracker in these experiments was to test human
effectivenessin performing simple tests like following the path of a
moving object in the virtual environment (see Quicktime video, below).
Analysis of the datais currently underway, but early results indicate
that user training is more effective in the undistorted environment.
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Example of the 3D tracking tasks used to
‘-‘ evaluate the performance impact of removal of
tracker distortions.

. Latency = 0 Frames, Quicktime video, 160x120,
ﬁ' 1.4MB

el aipr = B0
Pl e rik

Latency = 6 Frames, Quicktime video, 160x120,

According to Ellis, the distortion correction software will be useful to
anyone using an electromagnetic position tracking system. Commercial
organizations outside Ames have aready expressed interest in the
project.

For more information on NAS's point location software, contact David
Kenwright.

David Kenwright works in the NAS data analysis group, and devel oped
the point location software that corrected the distortion in the Ames
Advanced Displays and Spacial Perception lab's visual environment.

o >
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Position and orientation measurements were taken at regular intervals
throughout the NASA Ames Advanced Displays and Spatial Perception
(ADSP) Laboratory using acommercial electromagnetic tracker. Metal
structures in the lab distorted the measurements, producing a "warped
world." Using software developed by David Kenwright at the NAS
Facility, this distortion can now be corrected in real time. Thisimage
shows the degree of before (blue) and after (yellow) position
correction. Graphic courtesy of ADSP Lab.

Return to Main Article

http://www.nas.nasa.gov/Pubs/NASnews/97/09/distortion_fig1.html [1/25/2002 7:49:11 PM]


http://www.nas.nasa.gov/Pubs/NASnews/97/09/index.html
http://duchamp.arc.nasa.gov/adsp.html

Users Win by Utilizing $BIGDIR on the Crays

A

VA News

In Thislssue...

DAO-NAS Partnership
Steps Up

Information Power Grid
Gives Scientists More

Opportunities

Software Corrects
Distortion in Virtua
Environment

Users Win by Utilizing
$BIGDIR

Paralel Graphics Library

L ets Researchers I nteract

NAS Researchers Present

at Visualization
Conference

Latest NAS Technical
Reports Available Online

Order NAS Technical
Seminar Videos on the
Web

B Main Menu Septamber - October 1997 + Volume 2, Number 26

Users Win by Utilizing $BIGDIR on
the Crays

by Daniel DePauk

Despite numerous pleas from the NAS scientific Within This
consultants, many users are not taking advantage Article...

of the latest high-speed processing techniques.

Because the Cray supercomputers at the NAS Differences
Facility continue to be in high demand, it is Between Home and
important that all jobs on these systems run as $BIGDIR
efficiently as possible. Thisarticleisthefirstina

series on how to improve job performance and $BIGDIR Benefit
turnaround time, reduce allocation charges, and on newtons
increase overa system performance. Some of these

methods are easy to incorporatecothers are not. | mprovements
Users are stronly encouraged to consider all that Demonstrated

are feasible when creating new jobs.

The Bottom Line

This article presents an easy method for obtaining potentially
impressive performance gains. using the $BIGDIR directory and
reserving disk space with the Session Reservable File System (SRFS.)

The NAS Facility's high speed processor (HSP) staff randomly checks
the HSP systems for overall performance problems. By observing the
recent workload on the Cray systems (vonneumann and eagle, two
CRAY C90s; and the four newton systems, CRAY J90s) the group has
found that users continue to use their home file systems as current
working directories, instead of reserving disk space and using
$BIGDIR.

The following table shows the low percentage of user jobs that reserved
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$BIGDIR space with SRFS during a five-day period in late July.

System |SRFSJobs
vonneumann  32%
eagle 29%
newton 39%

A $BIGDIR directory is created for every log-in session (including
batch jobs). Since space on the /big filesystem can be used without a
reservation, an examination of total 1/0O on /big is appropriate. The
amount of space being used and the I/O activity on the /big file system
on vonneumman and eagle indicate that the percentage of jobs using
$BIGDIR without areservation is higher than those reserving disk
space with SRFS.

On the newton systems, the mgjority of jobs using $BIGDIR also make
areservation with SRFS, resulting in fewer $BIGDIR jobs. (See
examples of setting up scripts to reserve disk space with SRFS and
using $BIGDIR. NAS News, May-June '97.)

Differences Between Home and $BIGDIR

The filesystem containing the $BIGDIR directories, called /big,
performs the best on all of the HSP systems because it is directly
attached to disks with high data transfer rates. Of these systems,
vonneumann, eagle, and newtonl have home directories on filesystems
that are directly attached to disks and network devices with lower data
transfer rates. These home directories are better suited for file storage
and interactive use, rather than for batch jobs. In addition, newton2, 3,
and 4 access the home directories over a HIPPI network, which
provides an even slower data transfer rate.

The home directories also have Cray's Data Migration Facility (DMF)
implemented for the superhome file systems. DMF can cause spikesin
1/O requests during migration activities, resulting in unpredictable
performance deviations in programs using home directories.

The $BIGDIR directory is available to jobs without reserving space
with SRFS. However, space on /big is only guaranteed with a SRFS
reservation. Jobs can exceed the amount of space reserved with SRFS
on $BIGDIR if non-reserved space is available on /big.
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To reserve space on the filesystem for $BIGDIR, the PBS (Portable
Batch System) parameter string at the beginning of thejobis:

#PBS -1 srfs_bi g=<space_needed>

The correct amount of space needed for ajob can be obtained in the
Resource Utilization Summary provided at the end of every PBSjob on
the HSP systems.

$BIGDIR Benefit on newtons

Using $BIGDIR reduces the probability that ajob will fail due to the
loss of newtonl. Jobs performing 1/0 to $BIGDIR are unaffected by
the unavailability of the home directories. The reason: when newtonl
becomes unavailable due to a system or network failure, the home
directories become unavailable on the other newton systems. So, jobs
running on newton2, 3 or 4 that perform /O between the home
directories will fail when newtonl is unavailable.

Improvements Demonstrated

To demonstrate the performance differences between writing to the
home filesystem and /big, atest program was produced that writes 512-
word buffers of real numbers, creating a 10-MW file. Random reads
and writes were then performed on the file. These I/O operations
transferred atotal of 809 MW of data. The test program ran twice on
vonneumann, eagle, and each of the newton mainframes on a normally
loaded system. The first run used the home filesystems, the second
used $BIGDIR.

= Using the Cray job accounting information command "ja" to obtain
- h LE performance numbers, two graphs were produced. These graphs (I eft)

fEE

directly address two concerns that many users have about their jobs:
elapsed (wall-clock) time for ajob and total job CPU time charged.

Because the CRAY C90 architecture of vonneumann and eagle can
handle I/0O more effectively, the differencesin job CPU time are not as

great between the home filesystem and $BIGDIR. Note that in both
EE = graphs, the difference is greater on the CRAY J90 architecture of
S

newtonl than on either CRAY C90 system. Thereis an additional jump
in both elapsed time and total job CPU time with the use of Network
File System accessing users homes filesystems on newton2, 3, and 4.

LmamaaLaLE
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The percentage of saving depends on which system is being used, as
well as the load on the system when the program is run. When the test
programs ran, eagle's workload was just enough to prevent idle time,
and few 1/O-intensive jobs were running. The newton4 system does not
have the 1/0 bandwidth to disk devices, causing the savings there to be
less. The overall results do show that it is better to run using $BIGDIR
than the home directories. The wall-clock time was reduced as much as
88 percent, with a 34 percent reduction in CPU time.,

The Bottom Line

The benefits of investing alittle time to modify your scriptsto use
$BIGDIR and SRFS are improved job turnaround, reduced CPU time,
and increased job reliability. In addition, as more of you begin to use
$BIGDIR, overall system performance will improve.

For more information or assistance with improving job performance,
contact NAS User Services at (415) 604-4444 or (1-800) 331-8737, or
send email to nashelp@nas.nasa.gov.

Daniel DePauk is a systems analyst in the high speed processor group.
He has 18 years of experience in large-scale scientific computing, 11 of
them at Ames Research Center. His primary focusis on system
performance and tuning for all Cray systems at the NAS Facility.
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Users Win by Utilizing $BIGDIR on the Crays (Figure 2)
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Parallel Graphics Library Lets
Researchers Interact With
Simulations

by Thomas W. Crockett

The traditional method for visualizing the output from supercomputer
simulations has been to save snapshots of the data, then transfer them
to a high-end graphics workstation for postprocessing and rendering.
This approach has several drawbacks, including the need to move
potentially massive datasets across the network, and difficulty in
obtaining visual feedback while the application isin progress.

One frame from an animation
sequence of ahairpin vortex rendered
using the Parallel Graphics Library
(PGL). Red and magenta depict
regions of large angular velocity on
the surface of the vortex tube, while
flow in blue and green areas has
lower angular velocity. The grooved
indentations follow the path of
streamlines on the tube's surface,
providing a sense of the vortical
motion. Graphic courtesy of Thomas W. Crockett.

click to see 400x300 qif of image, 66K

mpeg animation, 320x240, 1.55M B

An alternative, as described in the NAS Technical Summary " Parallel
Graphics and Visualization Techniques for Distributed Memory
Architectures,"; isto exploit the available processing power to perform
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the graphics and visualization operations in place, asthe datais being
created. With this approach, a parallel software renderer is coupled
directly to the application code, replacing the hardware rendering
engine found in graphics workstations. The output then becomes a
stream of images, which can be compressed "on the fly" and
transmitted to the user's workstation for real-time viewing. Because the
supercomputer is performing most of the graphics work, inexpensive
desktop workstations have sufficient power to decompress and display
the images.

Images are often much more compact than the ssimulation data from
which they are derived. For example, an uncompressed, full-color, full-
screen image requires at most 3 to 4 megabytes (MB) of storage. The
use of compression, color reduction, and lower-resol ution images can
often reduce the image data to a size that can be transmitted
satisfactorily over local area networks at rates of several frames per
second. For slower long-haul links, more aggressive lossy compression
techniques can be employed to maintain adequate frame rates, with
higher quality images being stored on the supercomputer's disk for later
viewing.

Interactivity can be provided by means of a graphical user interface that
runs on the user's workstation and sends rendering and visualization
commands back to the parallel application. This allows the user to
monitor the progress of a simulation, modify viewing and visualization
parameters to explore the dataset, and potentially adjust critical
parameters or terminate the job if it is not producing the desired results.