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Pleiades Augmented with NVIDIA K40 Graphics Processing Units

- HECC engineers upgraded the Pleiades supercomputer with 64 Sandy Bridge nodes equipped with NVIDIA Tesla K40 graphics processing units (GPUs).
- Each of these nodes contain 64 gigabytes (GB) of memory, with each Tesla K40 GPU having a separate 12 GB of memory.
- HECC engineers worked with users to evaluate several hardware configurations for the Tesla K40 GPUs within the nodes to identify the optimal configuration.
- These additional GPU nodes, procured in collaboration with LaRC, augment 64 Westmere nodes containing NVIDIA Tesla M2090 GPUs that have been available on Pleiades since 2011.
- User support and documentation staff made significant changes to the HECC Knowledge Base article, “GPU Basics,” and updated 5 related articles to help users quickly take advantage of the GPU technology.

**Mission Impact:** The addition of graphics processing units enables HECC users to utilize new technology to accelerate their demanding science and engineering applications running on HECC resources.

POCs: Bob Ciotti, bob.ciotti@nasa.gov, (650) 604-4408, NASA Advanced Supercomputing Division; Davin Chan, davin.chan@nasa.gov, (650) 604-3613, NASA Advanced Supercomputing Division, Computer Science Corp.
HECC Experts Team Up with JPL to Engineer Improvements in Network Performance

- Since March 2013, ongoing issues with security firewalls, over-saturated network paths, and switch buffers at Jet Propulsion Laboratory (JPL) caused greatly reduced file transfer rates for HECC users.
- Engineers on the HECC Networks team collaborated with JPL on system and application tuning and network buffering, and worked with NASA wide area network engineers to help reduce network saturation issues at JPL.
- The HECC team obtained accounts on JPL systems, isolated and proved the problems, completed troubleshooting, and tested transfer rate performance from both ends of the network.
- The team used in-house and standard, commercial off-the-shelf software tools to perform this work, and achieved a 750% improvement in network performance between the NASA Advanced Supercomputing (NAS) facility and JPL.
- HECC users at JPL frequently transfer very large datasets to and from the NAS facility for their mission research. Increasing the data transfer rates allows these users to quickly analyze their datasets and retrieve their data.

**Mission Impact:** Increasing data transfer rates for very large (multiple-terabyte) datasets vastly decreases time-to-solution, sometimes saving NASA scientists valuable hours or days of waiting to analyze and/or retrieve their data.

**POCs:** Nichole Boscia, nichole.k.boscia@nasa.gov, (650) 604-0891, Chris Buchanan, chris.buchanan@nasa.gov, (650) 604-4308, NASA Advanced Supercomputing Division, Computer Sciences Corp.

This graph shows the observed data transfer rate in megabits per second (Mbps) from March 2013 to today. The blue line indicates the average network performance.
March 2015 Usage on Pleiades Sets New Monthly Record of 16.57 Million SBUs

- March usage on the Pleiades supercomputer set a new monthly record.
- Over 16.57 million Standard Billing Units (SBUs*) were used by NASA's science and engineering organizations, surpassing the previous record of 14.09 million SBUs (set in December 2014) by over 17%.
- This increase was enabled by high demand, system stability, and efficient operations that delivered over 85% system utilization (75% utilization is the target).
- Over 330 projects from all across NASA used time on Pleiades during March.
- Usage for the top 10 projects ranged between 384,214 and 1,410,032 SBUs, and accounted for over 43% of total usage.
- The HECC Project continues to plan and evaluate ways to address the future requirements of NASA's users.

*1 SBU equals 1 hour of a Pleiades Westmere 12-core node.

Images from projects that were among the top users in their respective mission directorates. Clockwise from top left: Comparison between measured and simulated far-field noise spectra for a full-scale Gulfstream aircraft during landing. Mehdi Khorrami, NASA/Langley. Visualization of the JF12 coherent field model with 3D ultra-high-energy cosmic ray trajectories. Michael Sutherland, Ohio State University; Glennys Farrar, New York University. Computation of the transonic flow about a Space Launch System configuration. Stephen Alter, NASA/Langley.

POC: Catherine Schulbach, catherine.h.schulbach@nasa.gov, (650) 604-3180, NASA Advanced Supercomputing Division
Changes to Usage Accounting Improve Support for Dual Allocation Periods for SMD

- The HECC program’s infrastructure for managing allocations of computer time was improved by automating the ability to support multiple allocation periods and allocation periods that do not begin on May 1.
- This is especially important for the Science Mission Directorate (SMD), which has two allocation periods per year, and for the Aeronautics Research Mission Directorate, which begins allocations on November 1 each year.
- Previously, processing for allocation periods that did not begin May 1 each year was done manually, and usage and allocations were not always clear to SMD users.
- Modifications that were done include: setting the allocation year to better match the calendar year, including a start date for allocations; and updating the job accounting utilities to display data based on the start date of the allocations instead of May 1.

**Mission Impact:** Automating and improving accounting processes provides better support to users, reduces user confusion, and lowers the risk of errors compared to manual processes.

---

**Sample output from the “acct_ytd” job accounting utility showing updated information about usage on various Science Mission Directorate computing projects. Different fiscal year designations appear for projects that expire on different dates, and Linear YTD Usage number have been corrected for FY2015 projects.

**POC:** Catherine Schulbach, catherine.h.schulbach@nasa.gov, (650) 604-3180, NASA Advanced Supercomputing Division

---
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Apple’s OS X 10.10 Yosemite Deployed to Staff Workstations *

- The NASA Advanced Supercomputing (NAS) Division’s Engineering Servers and Services (ESS) team completed development of a Yosemite image ready to deploy on 200 Mac systems used by staff at the NAS facility.
- Once the image passed a NAS security scan and was approved by the NASA Ames Exploration Technology Directorate’s security official, the ESS team began deployment to beta users to further validate the deployment.
- Preparation work for the Yosemite rollout included: creating disk and netboot images; upgrading cfengine 2 to version 3; converting to network packet filters and enabling the firewall; testing all software, and overcoming issues with Keymaster, KACE, Entrust, Symantec antivirus and Java.
- Improvements in account creation during the system deployments allow the ESS team to do data restores and application loading synchronously, resulting in upgrades that take several hours less than Mavericks upgrades.

Mission Impact: Apple’s annual release of a major operating system (OS) makes it a challenge for enterprise sites to stay current and run the latest hardware/software configuration. The Yosemite upgrade allows HECC to run the latest OS and support the latest hardware for scientific users and staff.

Apple’s OS X 10.10 (Yosemite) system was released in October 2014, and is required for the latest MacBook Pro laptops.

POC: Chris Shaw, robert.c.shaw@nasa.gov, (650) 604-4354, NASA Advanced Supercomputing Division, Computer Sciences Corp.

* HECC covers only a portion of this cost
Pleiades-Run Simulations Provide A Virtual Telescope on the World’s Oceans and Sea Ice *

- Researchers with the Estimating the Circulation and Climate of the Ocean (ECCO) consortium are running simulations on Pleiades to produce global “maps” of Earth’s ocean and sea-ice system at an unprecedented resolution (~1 km horizontal grid).
- The simulations are produced with the Massachusetts Institute of Technology general circulation model (MITgcm) on up to 70,000 Pleiades cores, and are compared to observational data from NASA satellites, ocean sensors, and ship-borne and mooring data.
- The resulting output provides the oceanic equivalent of a telescope that can reveal the state of the entire ocean/sea-ice system in exceptional detail. Researchers can use this modeling tool to:
  - Investigate fundamental questions such as how the circulation, chemistry, and biology of the ocean collectively interact with atmospheric carbon.
  - Determine how a pollutant plume or debris field might spread from a particular ocean location, or where and when heat is absorbed by or released from the ocean.
- As HECC storage capabilities continue to increase, this work can potentially develop into a transformative strategy for understanding and predicting the impact of global ocean circulation on climate.

Mission Impact: HECC resources enable high-resolution global simulations that help researchers monitor ocean, sea-ice, and atmospheric systems to learn how they interact and evolve, and to better understand their impact on climate.

POCs: Chris Hill, cnh@mit.edu, (617) 253-6430, Massachusetts Institute of Technology; Dimitris Menemenlis, dimitris.menemenlis@jpl.nasa.gov, (818) 354-1656, NASA Jet Propulsion Laboratory

* HECC provided supercomputing resources and services in support of this work

The full display resolution (25,600 x 9,600 pixels) of the NAS facility’s hyperwall is required to view the output of this ECCO ocean simulation. HECC visualization experts developed the ability to navigate through multiple layers of the simulation to examine scalar and vector fields at various ocean depths. David Ellsworth and Chris Henze, NASA/Ames
Simulation and Analysis of SOFIA Telescope Cavity Acoustics Enabled by Pleiades *

- Researchers performed unique computational fluid dynamics (CFD) simulations on Pleiades to investigate unsteady flow physics and noise generation in the telescope cavity of the Stratospheric Observatory for Infrared Astronomy (SOFIA) aircraft.
- To efficiently model the complex, multi-scale geometry and unsteady flows, the research team:
  - Used NASA ARC’s Launch Ascent and Vehicle Aerodynamics (LAVA) CFD code to assess how the unsteady flow field inside and over the cavity interferes with the optical path and mounting of the telescope.
  - Performed implicit large-eddy simulations using LAVA’s temporally 4th-order-accurate Runge-Kutta scheme and spatially 5th-order WENO-5Z scheme.
  - Used LAVA’s immersed boundary method, coupled with a block-structured Cartesian adaptive mesh refinement framework, to automate generation of computational grids for the complex geometries.
- Results focused on how the unsteady flow field inside and over the open cavity may contribute to structural vibrations of the telescope.
- Strong scaling studies showed that simulations with 4 billion computational cells scale excellently using up to 32,000 cores on Pleiades, enabling one-week turnaround of many grid solutions—15 years ago, the same work would have taken 6 months.

Mission Impact: Simulations enabled by the Pleiades supercomputer helped identify important mechanisms that could affect the image clarity of the telescope aboard the Stratospheric Observatory for Infrared Astronomy (SOFIA) telescope.

Top: The SOFIA aircraft, showing the open aft cavity where a 2.5-meter infrared telescope is mounted. Bottom: Image from a simulation showing vorticity contours in the shear layer at the telescope cavity opening. Vorticity measures the level of rotation in the flow, and is used to identify coherent flow structures. Flow is from left to right. Michael Barad, NASA/Ames

POCs: Michael Barad, michael.f.barad@nasa.gov, (650) 604-0550, Cetin Kiris, cetin.c.kiris@nasa.gov, (650) 604-4485, NASA Ames Research Center

* HECC provides supercomputing resources and services in support of this work
HECC Facility Hosts Several Visitors and Tours in March 2015

- HECC hosted 7 tour groups in March; guests learned about the agency-wide missions being supported by HECC assets, and some of the groups also viewed the D-Wave Two quantum computer system. Visitors this month included:
  - Jason Wong, Associate Director, Office of Naval Research Global in Tokyo, visited the NAS facility as part of his Ames tour.
  - Andy David, Consul General to the Pacific Northwest, Israel; this first-time visit to Ames was planned to support ongoing collaborations with Israel and is key to building goodwill, leading to further activities in the future.
  - Ahmed F. Ghoniem, Director of the Center for Energy and Propulsion Research at Massachusetts Institute of Technology, toured the facility after his technical presentation as part of the NAS Division’s Applied Modeling and Simulation series.
  - 23 graduate students from Mines ParisTech Graduate School in France made a visit to Ames and toured the NAS facility.
  - Six female high school sophomores from the Castilleja School in Palo Alto, CA toured the facility as part of a “career day” visit to Ames.
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* HECC provided supercomputing resources and services in support of this work
News and Events

- Race to Find the First Exomoon Heats Up, New Scientist, March 17, 2015—A team led by David Kipping at the Harvard-Smithsonian Center for Astrophysics is searching for exomoons by modeling all the positions one could be in and looking for similar light signals in the Kepler data, using Pleiades to crunch the numbers. http://www.newscientist.com/article/dn27180-race-to-find-the-first-exomoon-heats-up.html
HECC Utilization
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HECC Utilization Normalized to 30-Day Month

### HEOMD, NESC

- **Jan**: 32 Harpertown racks retired
- **Feb**: 32 Harpertown racks retired; 46 Ivy Bridge racks added
- **Mar**: 6 Ivy Bridge racks added; 20 Nehalem, 12 Westmere racks retired
- **Apr**: 8 Ivy Bridge racks added mid-Feb; 8 Ivy Bridge racks added late Feb.
- **May**: 4 Ivy Bridge racks added mid-March
- **Jun**: 6 Westmere racks added to Merope, Merope Harpertown retired
- **Jul**: 16 Westmere racks retired; 10 Nehalem racks and 2 Westmere racks added to Merope; 3 Ivy Bridge racks added; 15 Haswell racks added
- **Aug**: 16 Westmere racks retired
- **Sep**: 14 Haswell racks added
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Tape Archive Status

March 2015

[Bar chart showing tape archive status with categories for Unique File Data, Unique Tape Data, Total Tape Data, Tape Capacity, and Tape Library Capacity. The chart includes data for capacity, used, HECC, non-mission specific, NAS, NLCS, NESC, SMD, HEOMD, and ARMD.]
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Pleiades: SBUs Reported, Normalized to 30-Day Month

![Diagram showing the allocation of Standard Billing Units to different organizations over a 12-month period, from April 2014 to March 2015. The organizations include NAS, NLCS, NESC, SMD, HEOMD, ARMD, and Alloc. to Orgs.]
Pleiades: Devel Queue Utilization

![Chart showing Devel Queue Utilization over time]
Pleiades: Monthly Utilization by Job Length
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Pleiades:
Average Time to Clear All Jobs

![Bar chart showing average time to clear all jobs for different months and agencies.](chart.png)
Pleiades: Average Expansion Factor

ARMD 6.63
HEOMD 15.87
SMD 9.06
Endeavour: SBUs Reported, Normalized to 30-Day Month

The chart shows the distribution of Standard Billing Units (SBUs) reported over the months from April 2014 to March 2015, normalized to a 30-day month. The categories include NAS, NLCS, NESC, SMD, HEOMD, and ARMD, with each category's allocation to organizations represented by different colors. The total allocation to organizations is indicated by the black line at the top of the chart.
Endeavour:
Monthly Utilization by Job Length

![Bar chart showing monthly utilization by job length for Endeavour in March 2015. The x-axis represents job run time categories in hours, and the y-axis shows standard billing units. The chart includes data for job run times ranging from 0 - 1 hours to > 120 hours, with the highest utilization in the > 48 - 72 hours category.](image-url)
Endeavour:
Monthly Utilization by Size and Mission

![Endeavour Utilization Chart](chart.png)
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Endeavour: Average Time to Clear All Jobs

![Bar chart showing average time to clear all jobs for different months from April 2014 to March 2015. The chart compares ARMD, HEOMD/NESC, and SMD.]
Endeavour: Average Expansion Factor
Merope: SBUs Reported, Normalized to 30-Day Month
Merope: Monthly Utilization by Job Length

![Chart showing job run time vs. standard billing units for Merope in March 2015. The x-axis represents job run times in hours, ranging from 0 - 1 hours to > 120 hours. The y-axis represents standard billing units, ranging from 0 to 25,000. The chart is empty, indicating no data for this period.]
Merope:
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Merope: Average Expansion Factor

![Graph showing average expansion factor with data points for ARMD, HEOMD, and SMD from April 2014 to March 2015.](image-url)