Network Weather Service 
and the 

Information Power Grid
(Overview)

I. General Overview

II. Software Components

III. Implementation and Architecture

IV. Forecast Output 

V. Resource Links

I. General Overview

Network Weather Service (NWS) is a collection of software tools used for scheduled data collection and performance forecasting on distributed resources. There is built-in support for dynamic network and system resource monitoring as well as API for including new object sensors into the internal system. The NWS interface is extended to support Java classes as well as CGI for reporting.  

Originally developed by UC Santa Barbara, NWS has been enhanced to work with current Grid architectures (Globus, GIS) and LDAP facilities. With these new features, the Grid community has implemented NWS as middleware for accurate forecasts of their metacomputing resources. The forecasts can be added as an element in a decision process to avoid resource failures and optimize flows when moving data throughout the grid. The dynamic benchmarking may also be used to identify any faults that are impacting performance on or to a grid node. 

 II. Software Components

NWS consists of four components processes:

· Name Server – stores host registrations, object data, and process information in a directory model.

· Memory Server (or Persistent State) – stores the measurement data collected from other components.

· Sensor Host – gathers defined resources on a specific host.

· Forecaster Host – analyzes collected data and predicts performance for a specified time frame.

The Sensor Host can monitor any of the following resources natively:

· availableCpu – fraction of CPU available to new processes
· bandwidthTcp – available bandwidth to a sensor host (Mbps)

· connectTimeTcp – amount of time (ms) required to establish a connection to a remote system.

· currentCpu – fraction of CPU available to an existing process

· freeDisk – amount of space (MB) unused on a disk

· freeMemory – amount of memory (MB) unused in memory

· latencyTcp – amount of time it takes to transmit a packet via TCP to a remote system.

III. Implementation and Architecture

To setup a NWS environment, two different bundles are used.  For systems acting as a Name Server and/or Memory Server, a server bundle is used.  It is typical to run one Name Server and multiple Memory Servers to store the collected data.  Each system requiring resource monitoring must run the client bundle consisting of the Sensor Host and Forecaster Host software. It is possible for one system to run all services.

For installation, there are two different packets of the NWS software. The original version developed by UCSB follows the standard Unix build process with a few additional options that can be defined. NSF distribution is packaged with Grid Packaging Technology and it must be installed on the system prior to installing NWS.

UCSB Installation:

- Avoid using root when possible –

Download the source and uncompress, then configure:

$ ./configure –prefix=<globus_dir> --with-globus=<globus_dir> --with-globus-flavor=<flavor> --with-slapd=<dir>

Make has several options, depending on whether you wish to install client or server software, or both:

$  make

Possible targets for NWS:

   all                    - build everything

   install               - install everything

   clients              - build the clients (contains sensors)

   servers             - build the servers

   install-clients    - install the clients

   install-servers   - install the servers

   install-sdk         - install include file and static libraries

   clean                - remove objects files

   distclean           - remove build directory

   confclean          - remove configuration files

   dist                   - creates a tar file of nws

For example, to install software for a client system, you would run:

$ make clients && make install-clients

NSF Installation:
- Assumes using root –

Client: 

% $GPT_LOCATION/sbin/gpt-install nws-client*.tar.gz

% $GPT_LOCATION/sbin/gpt-postinstall.

Server: 

% $GPT_LOCATION/sbin/gpt-install nws*server*.tar.gz

% $GPT_LOCATION/sbin/gpt-postinstall
% $GLOBUS_LOCATION/setup/globus/setup-gsi
By default, the ports used by the processes are high-numbered, which may ease connectivity (TCP) through firewalls:

· Memory Server – 8050

· Sensor Host – 8060

· Forecaster Host – 8070

· Name Server – 8090

To setup the server or client environment, run the processes corresponding to the desired services on each system. The processes need to be ran in the background.

Command arguments include:

-e  -  set path to error log

-l   -  set path to logfile

-p  -  set to non-default port

-M  -  name of memory server (hostname:port# for non-default port)

-N  -  name of name server

-L   - use LDAP instead of NWS protocol

Server Examples:

$ nws_nameserver –e /path/to/errorlog –l /path/to/logfile –f /path/to/registrations –p 9999 & 

$ nws_memory –d /path/to/storedir –e /path/to/errorlog –l /path/to/logfile –N nameserver.domain:9999 &

To start non-default monitoring of specific resources:

$ start_activity hostname controlName:periodic skillName:TcpMessageMonitor 

Client Examples:

$nws_sensor –l /path/to/logfile –M memory.domain –N nameserver.domain:9999 &
$nws_forecast  -e /path/to/errorlog –l /path/to/logfile –N nameserver.domain:9999 &

Note that the forecast process only needs ran if remote forecasting is desired. 

Overview of Additional Tools:

add_forecasts – program used to derive forecasts from a dataset

ctrl_host – send commands to remote NWS host

halt_activity – stop monitoring of a resource on a host

html-hosts – produces HTML table of measurements and forecasts

nws_hostadmin – administer and keep track of remote NWS hosts

nws_extract – access measurements and forecasts

nws_search – display registrations with the Name Server

nws_insert – store non-NWS measurements to a Memory Server

nws_ping – verify connectivity between NWS hosts

Please see the included reference links at the end of this document for more information on the above programs.

IV. Forecast Output

Forecasts can be made with the add_forecasts program. The nws_extract and html-hosts program access these measures.

An example of output generated by add_forecasts is below:

953834769 1.007150 1.007150 0.000000 hostname measurement_object

953834779 1.012400 1.012400 0.005250 

953834789 1.020350 1.020350 0.006600 

953834799 1.025690 1.025690 0.006180 

953834809 1.031060 1.031060 0.005978 

953834819 1.033760 1.033760 0.005322 

column 1 -  timestamp

column 2 -  measured data (actual)

column 3 – forecast derived from previous data series

column 4 – observed error in forecasts
V. Resource Links

Great overall Power Point presentation:

http://student.bii.a-star.edu.sg/~jamesc/Doc/presentation/NWS.ppt
Specifics for the middle-ware API for programming:

http://supercom.yonsei.ac.kr/project/mpi/seminar/nws_2.ppt
NSF’s distribution of NWS and related documentation:

http://www.nsf-middleware.org/documentation/NMI-R1/0/NWS
The official site of the original NWS software. Includes all program documentation:
http://nws.cs.ucsb.edu/
Grid-specific Power Point presentation on how to implement NWS:

http://www.globus.org/retreat00/presentations/nws_wolski/tsld004.htm
Presentation for IPG that is very simiar, but more detailed, this this document:

http://www.ipg.nasa.gov/workshops/workshop200009/rwolski.pdf
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